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PREFACE

Like children opening their eyes to a new day, having gone to bed the previous
night as tufts of snow began falling, we dash to the window and lift ourselves to
the tips of our toes to behold a landscape transformed: a winter wonderland
glittering with possibilities for discovery and play. Even the tree branches,
before so boringly bare, have been changed into something beautiful and
magical. We feel we are inhabiting a storybook or a gameworld, and we want
very much to put on our boots and mittens immediately and run outside to see
it, touch it, experience it, and to play, play, play...
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MONDAY

Hot springs postponed

Tessius: Hey, look at this poster. Nick Bostrom is giving a lecture series, here
in the Enron Auditorium, on “The Problem of Utopia”

Firafix: Bostrom—is he still alive? He must be as old as the hills.
Tessius: It’s all those green vegetable elixirs he used to make.
Firafix: They worked?

Tessius: Not at all, but they became very popular for a while. That’s how he
made his money, you see—the recipe book. Then he could afford the anti-
aging therapies as they came along.

Tessius: It just started ten minutes ago. Shall we go in?
Firafix: Sure, why not.
Kelvin: We can take the baths after dinner instead. They’re open late.

Bostrom: —leukemia. It’s really important to find a cure or at least some way
to alleviate her suffering. On a larger scale, we have extreme poverty,
deprivation, malnutrition, soul-crushing physical and mental disorders,
family-destroying traffic accidents, alcoholism, oppression, the killing and
maiming of civilians in war zones... There are, at present, more than enough
problems to provide meaningful challenges for even the most resourceful
and enterprising among us.

Tessius [whispers]: The old doom-monger is in great form. I'm feeling worse



already!
Firafix: Shhh.

Bostrom: Perhaps these humanitarian challenges feel meaningful only to
those who care enough about others to have a sincere desire to help. But
even pebble-hearted egoists are well catered for in today’s world, with a rich
buffet of negative circumstances which they are motivated to ameliorate or
prevent from getting worse. One person might be struggling with excess
body weight, another with getting a job, a third with social isolation, a
fourth with a difficult relationship. Rarely do we hear people complain, “The
only problem I have is that I have no problems—Ilife, you know, is just too
perfect, and it really bugs me!”.

In short, we appear in no imminent danger of running out of woe. As far as
the eye can see, there is an abundance of actual and potential sorrow to keep
the worry-mill a-churning, and to provide altruist and egoist alike with
bountiful opportunities for worthwhile striving.

Nevertheless, in these lectures I want to talk about the problem of utopia:
the problem we will face after we have solved all the other problems.

This may not seem like the most pressing priority in our current situation...
There are, we must concede, other causes and tasks with most legitimate
claims on our attention. Still, I don't think it would be unbefitting for our
civilization to at least cast a glance at what lies ahead if things were to go
well: to consider, that is, where we eventually end up if we continue along
the present path and completely succeed in what we are in the process of
trying to accomplish...

The telos of technology, we might say, is to allow us to accomplish more with
less effort. If we extrapolate this internal directionality to its logical
terminus, we arrive at a condition in which we can accomplish everything
with no effort. Over the millennia, our species has meandered a fair distance
toward this destination already. Soon the bullet train of machine
superintelligence (have we not already heard the conductor’s whistle?) could
whisk us the rest of the way.



And what would become of us then?

What would give our lives meaning and purpose in a “solved world”?
What would we do all day?

These questions have timeless intellectual interest. The concept of deep
utopia can serve as a kind of philosophical particle accelerator, in which
extreme conditions are created that allow us to study the elementary
constituents of our values. But the questions may also come to have
immense practical importance, as the telos of technology is actually reached
or closely enough approached—very possibly within the lifetime of many of
you here in the audience, in my estimation.

Tessius: Shall we sit down?
Kelvin: There are some seats over there.
Firafix: Yes, | want to hear this. I'll stand here.

Bostrom: In any case, the problem of utopia is in the water. Can we not sense
it—a certain half-embarrassed latent unease? A doubt lurking in the depths
beneath us? A faint shadow sweeping across our conception of what its all

for?

Argumentum ad opulentium

And sometimes this concern breaches the surface of awareness, and we see a
fin approaching... For example, Bill Gates wrote:

“It is true that as artificial intelligence gets more powerful, we need
to ensure that it serves humanity and not the other way around.
But this is an engineering problem ... I am more interested in
what you might call the purpose problem. . . . if we solved big
problems like hunger and disease, and the world kept getting more
peaceful: What purpose would humans have then? What
challenges would we be inspired to solve?”1



than you can? I mean if I think about it too hard, it can frankly be
dispiriting and demotivating. Because—I've put a lot of blood,
sweat, and tears into building the companies, and then I'm like
‘should I be doing this?’ Because if I'm sacrificing time with

can do all these things. Does that make sense? I don’t know. To
some extent, I have to have deliberate suspension of disbelief in
order to remain motivated.”2

Perhaps there is a sense in which worrying about purpose is a luxury
problem? If so, we might expect utopian prosperity to increase its
prevalence. But in any case, as we shall see, the issue runs far deeper than
anything to do with a mere surfeit of money and material possessions.

Some of my friends like for there to be a model of impact—a story of why,
out of all the things that one could be working on, the thing one proposes to
do would be the most impactful and beneficial. They seek the highest
expected utility.

Were I to attempt such a story for our present proceedings, it might go as
follows. Our civilization looks to be approaching a critical juncture, given
the impending development of superintelligence. This means that at some
point, somebody, or all of us, might be confronted with choices about what
kind of future we want—where the options include very different
trajectories, some of which would take us to radically unfamiliar places.
These choices could be highly consequential. Yet perhaps some of the
choices must be made under time pressure, because the world refuses to
wait, or because we ourselves are going crazier by the week, or because
delaying would mean getting preempted by more decisive actors, or because
we don’'t want to stop moving for fear that we might then never start moving
again.3 Or perhaps there is no discrete time when these choices get made,
and instead they are and will be made incrementally over time, but in such a
way that earlier partial choices limit the range of later feasible outcomes.
Either way, there could be value in getting pointed in a positive direction
sooner rather than later. And if there is an actual distinct period of pivotal



deliberation, it would be useful to have some suitable preparatory material
for that—you know, to equip the deliberators with some relevant concepts
and ideas, and help them get into a good frame of mind.

Make of that “impact story” what you will. Another possible explanation for
why I'm doing these lectures is that I agreed to it a long time ago, in a
moment of weakness.

Let me say what this lecture series is-not. It is not an attempt to “make a
case” for something. It is instead an exploration. When exploring a topic as
deep and difficult as the one before us, one wants to bring into view multiple
considerations, pursue various lines of thought, place ones hands on
competing evaluative conceptions—allowing the tug of each thought and
each inclination to be experienced as keenly and as sympathetically as
possible. One does not want to prematurely dismiss a natural perspective,
even one that is ultimately to be turned away from. For the value of one’s
opinions, in a matter like this, is a function of how generously one has
allowed the alternatives to play with one’s soul.

Walls of sausages

Let us consider first the simplest kind of utopia: that of sheer material
abundance.

This utopian conception is exemplified by the myth of Cockaigne, or The
Land of Plenty. It was an important part of the medieval imaginary, and
found frequent expression in popular art and writing as well as in the oral
tradition:

“No work is done the whole day long,
By anyone old, young, weak, or strong.
There no one suffers shortages;

The walls are made of sausages.™4

Cockaigne is essentially a medieval peasants daydream. In the land of
Cockaigne, there is no backbreaking labor under scorching sun or nipping



norther. No stale bread, no deprivation. Instead, we are told, cooked fish
jump out of the water to land at one’s feet; and roasted pigs walk around
with knives in their backs, ready for carving; and cheeses rain from the sky.
Rivers of wine flow through the land. It is perpetually spring, the weather is
beautiful and mild. You make money while you sleep. And sexual taboos
have been loosened—we find descriptions of nuns turned upside down with
their bottoms showing. Disease and aging are no more. There is continual
feasting, with a great deal of dancing and music-playing, and lots of time for
resting and relaxing too.5

Similar fantasies are found in many other traditional societies. For example,
in classical antiquity, Hesiod wrote of the happy inhabitants of an imagined
earlier Golden Age:

“And they lived like gods, not a care in their hearts,
Nothing to do with hard work or grief,

And miserable old age didn’t exist for them.

From fingers to toes they never grew old,

And the good times rolled. And when they died

It was like sleep just ravelled them up.

They had everything good. The land bore them fruit
All of its own, and plenty of it too. Cheerful folk...”6

In many respects, we are now living in the Golden Age, or in Cockaigne—or
in Avalon, The Happy Hunting Ground, The Land of the Ancestors, The
Island of the Blessed, Peach Blossom Spring, Big Rock Candy Mountain.
“We” here of course excludes those hundreds of millions of humans who still
live in abject poverty, along with the great majority of farmed and wild
animals. But if we use the term “we” to refer to the people in this room (we
the happy few), then it seems fair to say that with our overstocked fridges
and around-the-clock delivery services we have in fact achieved a pretty
good approximation of roasted pigs wandering the streets and cooked fishes
jumping to our feet. We have also achieved everlasting spring—at least
inside our air-conditioned buildings and transportation vehicles. The
fountain of youth remains to be located, but disease has been considerably
reduced and lifespans extended. Furthermore, I have it on good authority



that if somebody is intent on looking at female bottoms, including those of
apparent nuns, an online search shall not disappoint.

We do, however, still put in a significant amount of work. Our jobs are
generally less grueling than those of medieval peasants; but it is nevertheless
a bit surprising that we continue to work as many hours as we do.

Keynes’s prediction

This utopian vision of Cockaigne anticipates the conception of progress that
we find in modern economics. The latter couches the ideal in a more
abstract lexicon of “productivity”, “income”, and “consumption’, rather than
sausage-walls. But the core idea of felicity through abundance remains the
same.

So this may be a good place to start our exploration—by reviewing the land
and its constraints through the binoculars of economics and evolution; and,
tomorrow, we will also look at some ultimate technological limitations. But I
want to say that, provided you stay for the entire lecture series, you will find
that the tenor of our inquiry will gradually shift. We will descend from the
external perspectives and cold abstractions of the dismal sciences, down into
the valleys where we will get a more humanistic and internal view of the
issues of deep redundancy. And it will shift again as we then begin drilling
down into the philosophical mantle, in an effort to reach the core—the core
of our values, the heart of the problem of utopia.

So hang in there!

I could perhaps say more about what exactly I mean by the problem of
utopia and how I plan to approach it. But I think it’s better we just jump
right in, and we can sort out any definitional or argumentative-structural
issues as they arise.

The renowned economist John Maynard Keynes considered the goal of
material abundance in his widely influential essay, “Economic Possibilities
for Our Grandchildren’Z Published in 1930, the essay argues that
humankind is on its way to solving its “economic problem” Keynes



predicted that by 2030, accumulated savings and technical progress would
increase productivity relative to his own time between fourfold and
eightfold.8 Such a dramatic rise in productivity would make it possible to
satisfy human needs with far less effort; and, as a consequence, the average
working week would decrease to 15 hours. This prospect worried Keynes.
He feared that the surfeit of leisure would cause a kind of collective nervous
breakdown, as people would go stir-crazy not knowing what to do with all
their spare time.2

As we approach 2030, the first part of Keynes’s prediction is on track to
vindication. Productivity has increased by more than fivefold since 1930,

per hour of work than our great-grandparents did.

The second part of Keynes’s prediction, on the other hand, would appear to
be about to miss its mark, if trends are extrapolated. While it is true that
working hours have declined substantially over the past ninety-plus years,
we are nowhere near the 15-hour work week that Keynes expected. Since
1930, the typical work week has been reduced by about a quarter, to roughly
36 hours.11 The proportion of our lives spent working has seen a somewhat
sharper drop: we join the workforce later, live longer after retirement, and
take more leave.l2 And our work is on average less strenuous. For the most
part, however, we have used our increased productivity for consumption
rather than leisure. Greed has triumphed over Sloth.

But perhaps Keynes only got the timing wrong?13 A revived Keynes—we can
picture him emerging from a cryonics dewar, his hat and mustache covered
in frost—might argue that we only need to wait for productivity to rise a bit
more to see his prophesied 15-hour work week become a reality. If the
historic trend were to continue, wed see another 4- to 8-fold productivity
increase in the next 100 years, and a 16- to 64-fold increase by the year 2230.
In such a world, would people still choose to spend a large fraction of their
waking life working?

Consider two possible reasons for working:

1. To earn income



2. Because working is an intrinsically valued activity

We will return to (2) in later lectures, so let’s set that aside for now. But if
productivity grew another 8-fold, or even another 64-fold, would we then
see Keynes’s vision of the leisure society come true?

Maybe, or maybe not. There are reasons to be skeptical. In particular, new
consumption goods may be invented that cost a lot, or we may undertake
very costly social projects. We may also find ourselves compelled to spend
more on arbitrarily expensive status symbols to maintain or enhance our
relative standing in a zero-sum rat race.

These sources of motivation could continue to operate even at very high
income levels. Let us examine each in turn.

New needs and niceties

First, there may be new consumption goods. It is conceivable that there
could be an unending series of ever more exquisite—and ever more
expensive— market goods that enhance leisure; so that no matter how high
your hourly salary, it is worth allocating a third or more of your waking
hours to working, for the sake of being able to enjoy the remainder at a
higher level of consumption. This was the line taken by Richard Posner, the
eminent American legal scholar; we'll come back to him later.

This view, however, is highly implausible in today’s world, where money has
steeply diminishing marginal utility, and where many of the best things in
life are indeed free or very cheap. Boosting your annual income from $1,000
to $2,000 is a big deal. Raising it from $1,000,000 to $1,001,000—or even, I
should think, to $2,000,000—is barely noticeable.

But: this could change. Technological progress might create new ways of
converting money into either quality or quantity of life, ways that don't have
the same steeply diminishing returns that we experience today.

For example, suppose there were a series of progressively more expensive
medical treatments that each added some interval of healthy life-expectancy,
or that made somebody smarter or more physically attractive. For one



million dollars, you can live five extra years in perfect health; triple that, and
you can add a further five healthy years. Spend a bit more, and make
yourself immune to cancer, or get an intelligence enhancement for yourself
or one of your children, or improve your looks from a seven to a ten. Under
these conditions—which could plausibly be brought about by technological
advances—there could remain strong incentives to continue to work long
hours, even at very high levels of income.14

So the future rich may have far more appealing ways to spend their earnings
than by filling up their houses, docks, garages, wrists and necks with
increasing amounts of todays rather pathetic luxury goods. We must
therefore not unquestioningly assume that money wont matter beyond
some given level. The biomedical enhancements I just mentioned are one
example of a kind of good that could continue to provide value at high levels
of expenditure. And if we imagine—as I tend to do—a future that is mostly
populated by digital minds, then the convertibility of wealth into well-being
computation. More computation means longer life, faster thinking, and
potentially deeper and more expansive conscious experiences. More

computation also means more copies, digital children, and offshoots of all
kinds, should such be desired.

The returns curve of infrastructure spending for a digital mind depends on
what it is that one is aiming to achieve. Beyond a certain speed of
computation, the marginal cost of accelerating a mind’s implementation
further may rise sharply or hit a hard limit. On the other hand, some
algorithms parallelize well, and if they instantiate something that is valued,
the returns to computation could be close to linear. Certainly, if youre
happy simply making copies of yourself, you need not see diminishing
returns even at very high levels of expenditure.

Social projects

Second, if we look beyond the sphere of selfish indulgences, we see many
additional opportunities to convert huge amounts of resources into valuable
outcomes before hitting discouragingly diminishing returns. For example,



you might want to build a veterinary system for animals that are sick or
injured in the wild. [Applause.] People who care about such ambitious
projects could have reason to continue working long hours even as their
productivity and hourly salary soar to stratospheric heights, because they
could keep scaling up their impact. Until there is a clinic on every hill and in
every dale, in each bush and each briar, there is an underserved population.

In fact, the altruistic reason for working additional hours may theoretically
get stronger the higher a persons wages. More additional wild animal
hospital rooms could be funded with an extra hour of work if your hourly
rate is a thousand dollars than if youre making minimum wage.

I say may theoretically get stronger, because as the level of wealth in society
increases, it is possible that the lowest-hanging or juiciest fruits in the
altruistic opportunity tree get depleted. However, the tree is big and it keeps
growing new fruit: so as long as you can keep making money, you can most
likely keep doing good. This is readily seen if we consider altruistic reasons
not only for removing negatives from the world but also for adding
positives, such as by bringing new happy people into existence. You could
always create more, and the number scales linearly with resources.

By the way, are there any questions so far? Feel free to interrupt at any time
if something isn’t clear. —Yes, you there in the aisle, with the buttons?

Student: Are you saying that, like, we should have as many kids as possible?
Wouldn't that be selfish?

Bostrom: No, I'm not at this point expressing any moral view. I'm discussing
some possible motivations that could conceivably drive some people to
continue to work long hours for money even if they could cover all their
ordinary needs by working just one or two hours a week. One such possible
motive is altruism: make more so you can give more to those in need. Okay,
but then what happens if society gets sufficiently rich and utopian that there
are no more people in need? I was pointing out that even in that case, some
people might be motivated to continue to earn so that they could create
more people. No matter how affluent everyone is—indeed especially if
everyone is very wealthy—you could, in principle, create additional
happiness by bringing additional happy people into existence. There



certainly are folk who think that would be a good thing, such as total
utilitarians, and who could thus remain motivated. There are others, of
course, who have no desire to maximize any such measure of aggregate
utility. This not being a course on population ethics, we don't need to
concern ourselves here with what arguments or justifications there might be
for these different views. Though I may note, for the record, that I'm not a
total utilitarian, or indeed any kind of utilitarian, although I'm often
mistaken for one, perhaps because some of my work has analyzed the
implications of such aggregative consequentialist assumptions. (My actual
views are complicated and uncertain and pluralistic-leaning, and not yet
properly developed.) Does that help?

Another student: But what about global warming?
Tessius [whispers]: Some are especially easy to automate.

Bostrom: Well, I think we must make some postulations in order to focus
our investigations on the central question that we will be exploring in this
lecture series. This means that we will be bracketing a bunch of practical
matters entirely, in a bid to get to the philosophical crux. More specifically,
we are conducting a thought experiment in which we assume that
technological as well as political difficulties are somehow overcome, so that
we can focus on the problem of what I call “deep utopia” I was planning to
talk about the technological boundary conditions tomorrow, so hopefully
things will become a bit clearer then.

So, as I was saying, you could always create more people, especially of the
digital sort.15 The number of digital minds you could create is proportional
to the amount of computational resources you could deploy, which we can
assume is proportional to the amount of money you have to spend.

Of course, this type of scalable altruistic motivation is reserved for the moral
elite. If you don't care about bringing more joyful beings into existence, and
you don’t have enough universal concern for the welfare and suffering of
other sentient beings that already exist, and you don’t have some other open-
endedly ambitious unegoistic project that you can feel passionate about,
then you may not drink from this fountain and youd have to seek other
ways to quench your thirst for purpose. —Let’s take one more question.



Yet another student: What do you mean by “digital minds”?

Bostrom: A mind implemented on a computer. Could for example be an
that makes it a moral patient, i.e. one whose welfare or interests matter for
their own sake. I think thered be a prima facie case for this in the case of a
conscious digital mind, though I don’t think consciousness is necessary for
moral status. For the purposes of the present discussion, probably nothing
essential hinges on this point.

Okay, let’s press on. We have a lot of stuff to get through.

The desire for more

I mentioned a third reason why we might continue to work hard even at
very high income levels: namely, that our appetites may be relative in a way
that makes them collectively insatiable.

Suppose that we desire that we have more than others. We might desire this
either because we value relative standing as a final good; or, alternatively,
because we hope to derive advantages from our elevated standing—such as
the perks attendant on having high social status, or the security one might
hope to attain by being better resourced than one’s adversaries. Such relative
desires could then provide an inexhaustible source of motivation. Even if
our income rises to astronomical levels, even if we have swimming pools full
of cash, we still need more: for only thus can we maintain our relative
standing in scenarios where the income of our rivals grows
commensurately.16

Notice, by the way, that insofar as we crave position—whether for its own
sake or as a means to other goods—we could all stand to benefit from
coordinating to reduce our efforts. We could create public holidays, legislate
an 8-hour work day, or a 4-hour work day. We could impose steeply
progressive taxes on labor income. In principle, such measures could
preserve the rankings of everybody involved and achieve the same relative
outcomes at a reduced price of sweat and toil.1Z

But failing such coordination, we may continue to work hard, in order to



keep up with all the other people who continue to work hard; and we're
stuck in a billionaire’s rat race. You just cannot afford to slack off, lest your
net worth remain stuck in the ten digits while your neighbor’s ascends into
the eleven...

gliding across the ocean, making good headway with your date, who is
suitably impressed. You inch closer in preparation for a kiss, and... next
moment youre bobbing ignominiously up and down in the wake of your
of his far grander vessel, grinning patronizingly down at you and waving his
stupid sea captain’s hat! The moment is quite ruined.

It is also possible to have a desire for improvement per se: to desire that
tomorrow we have more than we have today. This might sound like a strange
thing to want. But it reflects an important property of the human affective
system—the fact that our hedonic response mechanism acclimates to gains.
We begin taking our new acquisitions for granted, and the initial thrill wears
oft. Imagine how elated you would be now if this kind of habituation didn’t
happen: if the joy you felt when you got your first toy truck remained
undiminished to this day, and all subsequent joys—your first pair of skis,
your first bicycle, your first kiss, your first promotion—kept stacking on top
of each other. Youd be over the moon!

Well, our limbic system (that old curmudgeon) puts paid to that. The
hedonic treadmill continuously retreats under our feet, making us keep
running while preventing us from ever getting to any fundamentally
cheerier place.

But how does this provide an incentive to work in a world of radical
economic abundance? We may crave improvement, either for its own sake
or as a means of getting a jolt of reward, but it still seems like this craving
depends on there being other desires to define what counts as an
improvement. I mean, if you didn’t want the toy truck in the first place, then
obtaining it wouldn’t be an improvement and wouldn’t bring you joy. So we
need some type of underlying good that you can keep accumulating and still
benefit from getting more of. If there is such a gopod—maybe the biomedical



enhancements or the altruistic initiatives I spoke of earlier—then the desire
for things to be improving can serve as an amplifying factor, giving us even
stronger reason to continue working beyond that given by our desire for the
base-level good itself.

So much for the desire for improvement per se. But let’s return to the desire
to have more than other people—more money, or more exclusive status
symbols. This desire, it seems, can stand on its own without presupposing
that there is some other more basic desire that defines an unbounded
betterness metric. (Strictly speaking, if what we are after in wanting to have
more than others is social status, then the construction might require the
existence of additional desires in the sense that we especially want to have
more than other people of something that they also covet: but the item in
question is fundamentally arbitrary and need not be desired by anybody for
its own sake apart from the role it happens to play as a focus of such social

hardly anybody would want unless others wanted it too.)

The desire for relative standing is therefore a promising source of motivation
that could spur work and exertion even in a context where “man’s economic
problem” has been solved. Provided only that other people’s incomes keep
rising roughly in tandem with our own, vanity could prevent us from
slacking off no matter how rich we get.

The desire for relative standing has another feature that suits it to be a
motivator in the age of abundance. Ranking is, to a significant extent,
ordinal. That is to say, what matters is who has more than whom, not
necessarily how much more. So if your rival’s yacht is 10 meters long, the
important thing might be that your yacht be at least 11 meters long.
Similarly, if his is 100 meters, it is paramount that yours be longer—but it
doesn’t have to be 10% longer for you to maintain the advantage; 101 meters
is enough. This is convenient because it means that—to the extent that we
covet this kind of ordinal social rank—the objective gains we make don’t
have to be proportional to our cumulative previous gains in order to remain
significant. Small incremental gains can continue to be very attractive, so
long as they have the potential to shift our rank in the relevant comparison
group.18



Perfect or imperfect automation

Might we not work just because we enjoy working? Well, I wont count an
activity as work if we do it simply because we enjoy it. But what if we enjoy it
because it is useful? Well, then there needs to be some other reason aside
from it being enjoyable, such as one of those we discussed. To repeat, the
three types of consumption desire which could plausibly continue to
motivate people to work even at very high levels of productivity and income
were: to acquire novel goods and services that provide some
noncomparative personal benefit; to accomplish ambitious social projects;
and to acquire positional goods that help one gain status.

Theoretically, these could stave off the arrival of the leisure society
indefinitely—ensuring, for better or worse, that “man’s economic problem”
never gets fully solved, and that the sweat of our brows continues to trickle.

Aye, but there’s a catch! All the preceding discussion of whether people will
continue to work rests on one assumption: that there would still be work for
people to do.

More precisely, our discussion has presupposed that the income one could
earn by selling one’s labor remains significant compared to the income one
derives from other sources, such as capital holdings and social transfers.

Recall the billionaire with the megayacht: no matter how badly he envies the
decabillionaire’s gigayacht, he would not continue selling his labor if the
most he could make is the minimum wage or some other amount that is
trifling compared to what he makes from his investments (or compared to
what he can afford to spend for the rest of his life by slowly drawing down
his savings).

Here we come to a juncture where we:need to consider that the labor market
those that result from even very large increases in productivity brought
about by capital accumulation and technical advancements of the sort that
Keynes envisaged in his essay.



Historically, labor has been, on net, a complement to capital. At the aggregate
level, this has held true since the beginning of tool use and through all
subsequent epochs of technological change and economic growth.

You all know what complements and substitutes are in economics, right? We
say that X is a complement to Y if having more of Y makes extra units of X
more valuable. A left shoe is a complement to a right shoe. If, instead, having
more of X makes Y less valuable, we say that X and Y are substitutes. A
lighter is a substitute for a box of matches.

Okay, it turns out that labor and capital have been complements. Each has
enhanced the value of the other. Of course if we zoom in, we can see that
some particular kinds of labor have become less valuable as a result of
technical innovation, while other kinds have become more valuable. But the
overall effect, so far, has been that labor has become more valuable than it
used to be. This is the reason why wages are now higher than they were a
hundred years ago or at any other time in human history.

So long as human labor remains a net complement to capital, growth in
capital stocks should tend to drive up the price of labor. The increasing
wages could then motivate people to continue to work just as hard as they
currently do even if they become very rich, provided they have the kind of
insatiable desires that I just described. In reality, permanently higher wages
would probably cause people to work a bit less, as they would choose to use
some of their productivity gains to increase leisure and some to increase
consumption. But in any case, the degree to which labor is a complement to
capital is a function of technology. With sufficiently advanced automation
technology, capital becomes a substitute for labor.

Consider the extreme case: imagine that you could buy an intelligent robot
that can do everything that a human worker can do. And suppose that it is
cheaper to buy or rent this robot than to hire a human. Robots would then
compete with human workers and put downward pressure on wages. If the
robots become cheap enough, humans would be squeezed out of the labor
market altogether. The zero-hour workweek would have arrived.12

If we consider a less extreme scenario, the picture gets more complex.



Suppose that robots can do almost everything that humans can do, but that
there are a few tasks that only humans can do or that humans can do better.
(This might include various new jobs that arise in opulent high-tech
economies.) To determine the outcome for human wages in this scenario, we
need to consider several effects.

First, as before, there is downward pressure on wages due to competition
from robots.

Second, the economy in this full-bore automation scenario would most
likely expand explosively, causing average income to shoot up. This would
increase demand for labor, since higher-earning consumers would spend
more on goods and services, including ones which we assumed only humans
could produce. This increase in demand would create upward pressure on
human wages.

Third, the increased average wealth in this scenario would likely reduce
labor supply, since wealthier people would choose to work less at any given
wage level. Such reduced labor supply would create upward pressure on
wages.

Thus, there are at least these three basic effects: one that tends to depress
wages, and two that tend to raise wages. Which of these effects dominates is
not determinable a priori.

Therefore, whereas the effects of perfect automation technology are clear—
full human unemployment and zero human labor income—the
consequences of imperfect automation technology for human employment
and human wages are theoretically ambiguous. For example, it is possible in
this model that if robots could do every job except design and oversee
robots, the wages paid to human robot-designers and robot-overseers could
exceed the total wages paid to workers today; and, theoretically, the total
number of hours worked could also rise.

We would have to make a whole bunch of particular and rather speculative
empirical assumptions if we wanted to derive more specific implications
from our model. At that point, we might as well start to disaggregate the
impact of automation and look not at the total level of employment but at



how individual sectors of the labor market would be impacted. No doubt,
some occupations would do better and some worse in such scenarios of
partial automation. But as none of that is particularly germane to our topic,
we will leave it to our friends in the economics department to work out the
details.

It is interesting, though, to glance at what happens to human wages and
working hours if we start with an imperfect automation scenario and
gradually transform it into one of increasingly perfect automation. If we
consider a scenario in which automation technology is very nearly perfect—
machines that can do virtually everything that humans can do, better and
more cheaply, with only a few minor exceptions—then I would expect that
humans would work only a little. People might work on average a couple of
hours a week, doing the very few things that machines can’t. As for labor
income, however, we cannot even conclude that there is such an asymptotic
convergence to the case of perfect automation. For it is possible that hourly
wages could rise so steeply that even if people work only two hours a week,
they might still make more money than they currently do in a forty-hour
work week. (I think it is also theoretically possible, though empirically
unlikely, for the factor share of labor to increase in such scenarios.)

Now you might wonder: What are the limits to automation? How close to
perfectly will robots substitute for human labor? This is a key factor that will
determine whether we end up in a Keynesian leisure society, or an even
more extreme scenario in which humans are entirely out of work and in
which we consequently will confront the full force of the purpose problem.

We'll get to that question. But before we do, I'd like to take a little detour to
talk about how humans could make money even if the substitution were
perfect and there were no jobs for humans. I mean, it’s reasonable to wonder

A simple three-factor model

Consider a very simple three-factor model in which economic output is
produced by combining labor, capital, and what is commonly referred to as



“land”. Land here means any non-labor inputs that we cannot produce more
of, so not just planetary surface area but other basic natural resources as
well. We will consider an extreme scenario in which the share of income that
goes to labor is zero: one in which, consequently, the combined factor shares
of capital and land is one hundred percent.

Let’s first consider what happens if we assume that there is no change in
population, no technological progress, and no increase in land, but there is
an unexpected shock, namely the sudden invention of cheap robots that are
perfect substitutes for all human labor. We'll also assume a fully competitive
economy with no monopoly rents, and we'll assume fully reliable property
rights (and that the robots remain under human control).

We start with an economy of full human employment. Then the perfect
robots are invented. This causes massive amounts of capital flow into the
robotics sector, and the number of robots increases rapidly. It is cheaper to
build or rent a robot than to hire a human. Initially, there is a shortage of
robots, so they don’t immediately replace all human workers. But as their
numbers increase, and their cost goes down, robots replace human workers

everywhere.

Nevertheless, the average income of humans is high and rising. This is
because humans own everything, and the economy is growing rapidly as a
result of the successful automation of human labor. Capital and land become
exceedingly productive.

Capital keeps accumulating; so eventually land is the only scarce input. If
you want to visualize this condition, you could imagine that every nook and
cranny has been filled with intelligent robots. The robots produce a flow of
goods and services for human consumption, and they also build robots and
maintain and repair the existing robot fleet. As land becomes scarce, the
production of new robots slows, as there is nowhere to put them or no raw
materials with which to build them—or, more realistically, nothing for them
to do that cannot be equally well done by the already existing robots. Non-
physical capital goods might continue to accumulate, goods such as films,
novels, and mathematical theorems.20

There are no jobs and humans don't work, but in aggregate they earn income



from land rents and intellectual property. Average income is extremely high.
The model doesn’t say anything about its distribution.

Even though economic work is no longer possible for humans, there may
continue to be wealth flows between individuals. Impatient individuals sell
land and other assets to fuel consumption spurts; while more long-term-
oriented individuals save a larger fraction of their investment income in
order to grow their wealth and eventually enjoy a larger total amount of
consumption. Another way to climb the wealth ranking in this steady state
of the economy may be by stealing people’s or countries’ property, or by
lobbying governments to redistribute wealth. Gifts and inheritances may
also move some wealth around. And beyond these sources of economic
mobility, there is always the craps table and the roulette.

This may all seem a bit wild? *

But notice that if we replace “robot” with “farmer”, what we have is not a bad
description of most of human history.

At equilibrium, both farmers and robots earn subsistence-level income. In
the case of farmers, this means enough bread to raise two reproducing
children per couple. In the case of robots, it means the revenue generated by
each robot equals the cost of its manufacture and operation.

In this analogy, the landowning aristocrats of the past correspond to the rich
future human population, which, just like their historical counterparts,
extracts rents from their landholdings.2L

What allows the average income of the future humans in this model to rise
above subsistence is the stipulation that the human population is capped. If
the number of humans (like the number of robots) were permitted to grow
freely, then average human income would fall to subsistence level (like the
robot’s income falls to their subsistence level) once the size of the human
population attains its evolutionary equilibrium.

We would then have a situation in which there is a vast number of robots, a

average incomes. This would be essentially just a scaled-up version of the



bleak picture of the world that Thomas Malthus presented.

This simple three-factor model makes a number of assumptions which can
of course be questioned.

The assumptions that there is no technological progress and no increase in
land are, I think, less rickety than might initially appear. I expect that the
rate of economically relevant technological progress will eventually
asymptote to zero (once most useful inventions have already been made).
Land growth (from space colonization) will asymptote to a polynomial rate,
since the volume of the sphere reachable from Earth by a given time is
bounded by the speed of light. In the very long run, land growth will
asymptote to zero, since the expansion of space means that sufficiently
remote galaxies are forever unreachable from our starting point. But even
during the long period in which a polynomial rate of land growth could be
sustained, a decline of average income to subsistence can easily occur, since
a population is able to grow at an exponential rate.22

The assumption that humans will remain in perfect control of the robots is
definitely open to doubt, though it is not one that I intend to discuss in these
lectures. If that assumption is relaxed, the result would either be the same as
above except with a somewhat smaller human population and a somewhat
larger robot population at equilibrium; or, in the case of a more complete
failure of control, the human population could disappear altogether and
there would be even more robots.

By the way, I should say that when I speak here of “the robot population” or
“the number of robots”, what I mean to refer to is the factor share of the
automation sector in the economy. Rather than a population composed of
some specific number of independent robots, it could all just be one

production nodes and actuators.

Another assumption in the simple three-factor model is that property rights
are fully preserved and that there is, for example, no redistribution program
or welfare system. And we havent yet considered economic inequality
within the human population. Let’s poke some more...



(It might seem as if we are going on a bit of a tangent here, but if one is
pondering possible futures that involve notions of sustainable abundance, it
is useful to be aware of these considerations and constraints. It also helps us
to explicate our past human condition, thereby providing a backdrop against
which utopian aspirations will stand out in sharper relief. And it begins to
illustrate the many and various ways in which the quest for a better world,
and for utopia, is often paradoxical.)

Paradoxes of a Malthusian world

We often think of economic inequality as bad. In a Malthusian context,
however, it appears to have a silver lining.

Given unrestricted population growth, inequality is the only way that at least
some fraction of the population can enjoy consistently above-subsistence-
level incomes. If one holds that it is intrinsically important that there exist at
least a few people who enjoy the finer things in life, then such an unequal
arrangement might be deemed better than one in which there exists a
slightly larger number of people but where everybody has a “muzak and
potatoes” life (to borrow a phrase from Derek Parfit).23 Historically, there
have also been instrumental benefits to having some rich folk around who
could patronize the arts and sciences and create pockets of privilege,
sufficiently isolated from the immediate struggle for survival, so that new
things could be invested in and tried out.

You might think that, in the Malthusian equilibrium, average income would
obviously be higher if there is inequality—since if there is no inequality,
then everybody earns subsistence wages, whereas if there is inequality, then
at least some people have above-subsistence incomes. But things are not
quite so straightforward.

Consider that, where there is inequality, the classes that enjoy above-
subsistence income—for example, the landowning elites—reproduce at
above replacement levels. Some of their children must therefore leave the
class they were born into and fall to a lower stratum. This trickle-down of
population, from the higher classes to the lower, implies that average income



among the lower classes is below subsistence level in the steady state; since
otherwise, the total size of the population would increase. So in this model,
the peasant class has below subsistence income, yet its numbers remain
constant as it gets continuously replenished from above by the drip of excess
progeny that is falling from the bottom stratum of the landowning elite.

(We could analogize the situation to that of a lump of ice floating in water. If
we have a thin flat sheet of ice—perfect equality—all the ice crystals will be
near the surface of the water: at the level of bare subsistence. If instead we
have a tall and pointed shape of ice, an iceberg, then some parts could stick
up high above the surface, enjoying economic plenty; but this necessarily
depresses other parts of the ice, to income levels below subsistence.)

Inequality could however raise average income in the Malthusian
equilibrium if we assume that the relationship between income and fitness is
not linear. This is easiest to see if we consider an extreme example: a king
and a queen who have an income 100,000 times larger than that of a peasant
couple—yet the regal pair would not have 100,000 times more surviving
children. So inequality probably would increase average income in the
Malthusian steady state.

On the other hand, inequality might reduce average well-being, since a
person’s well-being is not proportional to her income but rather perhaps to
the logarithm of her income or some other such functional form of rapidly
diminishing returns. If the king and the queen gained some new tributaries
and increased their income tenfold, their expected well-being would
presumably increase by much less than 10x.

In reality, the Malthusian condition was only ever roughly approximated. It
was frequently disrupted by exogenous shocks. Every now and then, a
plague, a famine, a massacre would cull the herd, thereby increasing the land
and capital available to each of the survivors. For a time, even the majority
could then enjoy significantly above-subsistence incomes.24 This improved
comfort led to lower childhood mortality, causing the population to grow
back to the point where land was again scarce enough to suppress the
average farmer’s income back to mere subsistence—or slightly below, given
the existence of economic inequality.



What is it like to live in a Malthusian condition? The simple assumptions
we've made so far do not allow us to derive any general statement about this.

For example, you could have a model of fluctuating fortune within a life,
where an individual dies if at any point their fortune dips below a certain
threshold. In such a model, an individual may need to have a high average
level of fortune in order to be able to survive long enough to successfully
reproduce. Most times in life would thus be times of relative plenty.

In this model, inventions that smooth out fortune within a life—such as
granaries that make it possible to save the surpluses when times are good
and use them in times of need—lead to lower average well-being (while
increasing the size of the population). This could be one of the factors that
made the lives of early farmers worse than the lives of their hunter-gatherer
forebears, despite the advance in technology that agriculture represented.
Those grain depots smoothed out consumption, enabling farmers to survive
long enough to reproduce even when their average income over their
lifetime was hovering just above subsistence. Without the ability to store
food, average conditions would need to be pretty good in order for
conditions during temporary downturns to still allow for survival.

It’s not just granaries. Other forms of “progress”, including social institutions
such as welfare programs, which reduced variation, either across a
population or within the lifespan of an individual, would, in the Malthusian
condition, have a similarly paradoxical effect.

For example: peace. Consider an ideological development that favored more
peaceful relations between groups and individuals: a doctrine of love thy
neighbor; or improved norms for conflict resolution that allowed more
disagreements to be settled through reasoned debate and compromise rather
than by fist or sword. What could be more benign? And yet... such
improvements may actually have had a negative effect on average well-being,
by making the equilibrium one in which the deaths necessary to maintain
the human population at a given size are produced by grinding poverty,
chronic malnutrition, and physiological exhaustion, rather than by the
occasional axe-through-the-skull among people who at other times live in
ease and comfort.



Up and down on different timescales

In such a Malthusian world—the world of our ancestors throughout pre-
history and most of history, and also of our brethren throughout the animal
kingdom—many of our intuitions about what would promote general
happiness are wrong.25 As the witches declare, “Fair is foul and foul is fair”26
And naive benevolence is confounded and perplexed.

We may, however, gain some understanding if we separate dynamics that
unfold over different timescales.

The short term

Less time than it takes for the population to reequilibrate after a shock; a few
generations. Better food storage and conflict resolution raise average welfare.
Fair is Fair.

The medium term

This is the timescale implicitly assumed in our discussion above. A hundred
years or so after some variance-reducing innovation, such as improved food
storage, social welfare, or peaceful ideology, a new and less variable
Malthusian condition is attained. In this new equilibrium, average welfare is
lower than before. Fair is Foul.

However, the population is larger. So if you are a total utilitarian, you might
be pleased with this tradeoff—provided, of course, that the average life in
this condition is above the zero line (i.e. is at least worth living) and that the
number of extra people now living extremely poor lives is large enough to
compensate for the fact that everyone is living in even deeper poverty than
their (already very poor) predecessors did.

The long term

Over the grander sweep of history, it looks like agriculture, food storage, and
local conflict-resolution mechanisms (such as states) were on the path
toward the Industrial Revolution. The Industrial Revolution is important,
since from that point onward economic growth has been rapid enough to
outpace population growth, allowing humanity to escape the Malthusian



condition: a very great blessing! Although we have only spent a few hundred
years in this emancipated condition—and less than that in many parts of the
globe— it has nevertheless shaped the life experiences of a significant and
rapidly growing proportion of all humans who have ever been born. Of the
roughly 100 billion humans who have ever lived, more than 10 billion have
been post-Malthusian. Under standard demographic extrapolations, this
figure would climb rapidly, since around 5% or 10% of all humans who were
ever born are alive right now, and almost all contemporary human
populations have been sprung from the Malthusian trap.2Z Thus, maybe 10%
of human lives so far have been (or currently are) post-Malthusian; and this
fraction is increasing at a rate of about 10 percentage points per century.

From this long-term perspective, Fair is again Fair. At least the past reforms
and improvements that may have reduced medium-term average welfare
were on the path toward something much better—a world where there are
many humans yet few of them starve to death, and where the majority of
people have access to at least the rudiments of a decent human existence.

The even longer term

And with respect to what we may term “the deep future”... well, the jury is
still out.

I think you can make a case that wisdom and wide-scoped cooperativeness
are the two qualities currently most needful to secure a great future for our
Earth-sprouted civilization. I also think wealth, stability, security, and peace
are better for wisdom and global cooperation than are their opposites. And
so we should welcome advancements in these directions, not only because
they are good for us now, but also because they are good for humanity’s
future.

This doesn’t imply that earlier progress in these directions would have been
good for humanity’s future. Perhaps if my species had lingered longer in the
“poor, nasty, brutish’ conditions in which my forebears evolved into
humans, before matriculating into the Industrial era, we would have
evolved, genetically or culturally, to become “more human” than we now
actually are?28 Perhaps we came out of the kiln a little too soon? Maybe we
would have been better conditioned for the final vault into the machine



intelligence era if we had spent another few hundred thousand years
throwing spears and telling tales around campfires?

Maybe, or maybe not. Little is known about these matters. We are still
remarkably in the dark about the basic macrostrategic directionality of
things.29 Truly, I wonder whether we can even tell up from down.

Excellence

We should also note that even if we specify an income level, it is a further
question what it corresponds to in terms of material welfare.

The answer depends on the socioeconomic context. Consider a hunter-
gatherer who is a young, healthy, respected member of his band, who works
for several hours a day hunting, crafting arrows and ornaments, cooking
food, and repairing the roof of the family hut: he plausibly enjoys a much
higher welfare than, let us say, an English child laborer in the early Industrial
Revolution, who receives the same income as the hunter-gatherer (i.e. bare
subsistence) but earns it by toiling in a coal mine for twelve hours a day
while suffering from black lung disease.30

From material welfare, it is yet a further question what it corresponds to in
terms of subjective well-being. Individual psychology has a huge impact
here. Two persons can live in virtually identical conditions—have similar
jobs, health, family situations, and so on—and yet one of them may be far
happier than the other. Some people are by temperament leaden, anxious, or
ill-at-ease; others, blessed with natural buoyancy, remain cheerful and un-
troubled even when their objective circumstances are quite dire.

Still another question is how income levels might correlate with various
notions of “objective well-being” (also referred to as “flourishing”, or
“eudaimonia”): that is, not just how satisfied somebody is with their life or
how pleasant their mental states are, but also how richly bestowed their life
is with various putative objective goods—such as knowledge, achievement,
beauty, virtue, friendship, etc.—which some philosophers claim contribute
positively to how well somebody’s life is going for them, and how
prudentially desirable that life is. Some such conceptions of objective well-



being might exhibit a nonlinear relationship with income; for instance, one
in which very low incomes are associated with less objective well-being
(because extreme poverty thwarts the development and use of human
faculties) but where excessively high incomes might also be disadvantageous
(because opulence breeds decadence and vice).

Consider, for example, a perfectionist view of what makes a life excellent.
Perfectionist accounts come in different flavors; they may, for instance,
locate value in the development of distinctly human capacities, or in high
achievement in the moral, intellectual, artistic, or cultural realm, or more
generally in the accomplishment or realization of the “best things in life”
Depending on which version of perfectionism one embraces, one might
place special emphasis, when gauging the potential of a utopian vision, on
how well it scores in terms of producing great persons or in allowing the
highest peaks of excellence to be attained.

It is unclear how, from such a perfectionist perspective, one should regard
past progress toward peace, equality, and prosperity. On the one hand, it has
given more people the basic material necessities and provided them with an
opportunity to take a swing at greatness; on the other hand, it may have
sapped the crazy motivation to do so. One is reminded of the famous lines
uttered by Harry Lime in The Third Man:

“You know what the fellow said—in Italy, for thirty years under
the Borgias, they had warfare, terror, murder and bloodshed, but
they produced Michelangelo, Leonardo da Vinci and the
Renaissance. In Switzerland, they had brotherly love, they had five
hundred years of democracy and peace— and what did that
produce? The cuckoo clock”3L

Words that Nietzsche might have been pleased to have written (although he
himself rather liked hanging out in the Swiss Alps). And it would be fair to
point out that many other places, aside from Italy under the Borgias, have
had their share of warfare, terror, murder and bloodshed, without producing
any Renaissances.

I think these kinds of perfectionist excellences and achievements do count



for something.

However, I also believe that we have a tendency to overestimate their
importance. Their appeal is strongest when we are looking at things from
afar and from the outside—as though we were critics sitting in the audience
and casting judgment on a stage play or a movie. In the spectator seat, we
prefer a story that is full of excitement and crisis and conflict and great
overcomings, rather than one in which all the characters simply get along in
easy contentment.32 But that is not the right perspective from which to
judge a utopia. For the question is not “How interesting is a utopia to look
at?” but rather “How good is it to live in?”.

Disequilibria
How am I doing for time, let me see; not great... Okay, now where was I?

Student: The Third Man—the cuckoo clock.
Bostrom: No, before that.

Kelvin: Labor automation within the three-factor model of production, and
then the impact of granaries and other innovations on average human
welfare over different timescales.

Bostrom: Right. So we were talking about a simple economic model in which
robots can more efficiently do anything humans can do. Humans don’t earn
any income by working but derive income from land. This income would be
very great, and walls could be made of sausages—proper vat-grown ones, we
may assume.

But, again, there is a timescale associated with this conclusion.

Imagine that everybody lives in luxury, with incomes far above the
subsistence level. This would mean that eventually—absent coordinated
restrictions on population growth—the human population would expand to
bring the average human income back down toward subsistence. If there is
inequality, then pockets of privilege could remain within which some people
enjoy above-subsistence incomes; but the regular person would fall into
penury.33 The era of abundance would be over, perhaps never to return. Just



a flash in the pan, in a long dark night.
Any questions up to this point? —Yes, over there.
Student: Don't people have fewer children when they get richer?

Bostrom: Some do, and some don't. In this model, the future would mostly
be populated by the descendants of those who choose to have lots of
children, not those who limit their own reproduction. —Yes, you.

Another student: 1 thought the problem was that people are not having
enough kids so that there won't be enough young folk around to take care of
the elderly.

Bostrom: Well, that is the problem that some people are talking about now.
Until not so long ago, people were instead talking about the problem of
overpopulation. Overpopulation occupied the same slot in our collective
awareness as climate change does today (cohabiting that place with nuclear
Armageddon). For example, Paul Ehrlich wrote this tract, The Population
Bomb. It was published in 1968, and sold more than two million copies.
Very widely influential among the intelligentsia. Up until that point, the
world population had been growing exponentially. Ironically, the same year
that Ehrlich’s bestseller came out, the trendline went into reverse, and ever
since then world population growth has been decelerating—now we seem to
be heading toward population collapse.

Student: So, now I'm confused—are you saying that overpopulation is the
problem, or underpopulation?

Bostrom: Well, they both seem like they could be problems?

Student: But are there too many or too few? Which one is it that we should
be worried about?

Bostrom: Maybe both? For example, there could be too many in one place,
too few in another; too many at one time, too few at another.

Even if we just consider world population as a single variable, we could still
worry that it would at some point veer off catastrophically in either one
direction or the other. Like a ball rolling down a narrow beam: we can be



confident that it will eventually fall off, even though we don't know whether
the problem will be that it veered too far to the left or too far to the right.

Or, if I may offer you another metaphor, humanity is riding on the back of
some chaotic beast of tremendous strength, which is bucking, twisting,
charging, kicking, rearing. This beast does not represent nature; it represents
the dynamics of the emergent behavior of our own civilization, the
technology-mediated culture-inflected game-theoretic interactions between
billions of individuals, groups, and institutions. No one is in control. We
cling on as best we can, for as long as we can: but at any point, perhaps if we
poke the juggernaut the wrong way or for no discernable reason at all, it
might toss us into the dust with a quick shrug, and possibly maim us or

trample us to death. It is an inherently risky and unnerving situation, not
dull.

Another student: I think I see what you’re saying. You're saying that we have
a lack of control over the size of the population, so it could become either
too big or too small?

Bostrom: Yes, there is a lack of such control. But the problem is both far
more general and deeper than that. It is more general because it is not only
the size of the population that is out of control, but a great many other
critical parameters too—for example, our military armaments, our
technology development, our pollution, our memetic ecology. And the
problem is deeper because even if we created some global control
mechanism for these things, such as a sufficiently empowered world
government—then we would have to ask about the forces controlling that
mechanism: how are they under control? Are different factions and
ideologies and special interests vying for power over the tiller? What
harmful or dangerous dynamics would result from that competition?34

Or suppose we placed control over the Earth into the hands of a single
person or some other unified actor? Well, it isn’t too hard to imagine how
things could go wrong in that case.

The upshot is that if we want to postulate a utopian condition—which we
will want to do here, so that we can explore the fascinating problems of
purpose and value that would arise in such a condition—then it is not



enough to stipulate a great increase in economic productivity. That might be
a necessary condition, but it is definitely not sufficient. Nor is it enough if we
also stipulate great across-the-board technological advances. What is also
essential is that things fall into place nicely in the social and political spheres
as well. Without progress in the way that our civilization governs itself,
increases in our material powers could easily make things worse instead of
better; and even if a utopian condition were attained, it would likely be
unstable and short-lived unless, at a minimum, the most serious of our
global coordination problems were also solved.

—We have another question.

Some student: It seems bad to put all eggs in one basket. Wouldn't it be better
to regulate these things locally? Each country could have its own rules.

Bostrom: That does not generally work when there are global externalities. If
one country unilaterally disarms, it would place itself at risk of being
dominated by some other country that builds up its military. Or, in the case
of the overpopulation problem that we were discussing, the externality takes
the form of moral concern: if one country falls into the Malthusian trap,
then it would be a problem for other countries inasmuch as they care about
the welfare of the people who live there.

This, by the way, is one asymmetry between the problem of overpopulation
and the problem of underpopulation: the former results in the existence of
people who are badly off, whereas the latter results in the nonexistence of
people who would have had good lives had they been born.35 We are more
likely to be troubled by the former than by the latter. So overpopulation
might seem more likely to have moral externalities.

Another asymmetry between overpopulation and underpopulation is that
the former, but not the latter, is an evolutionary equilibrium. Unless
reproduction is regulated, one would expect that sooner or later some more
fertile variants will arise, and they will then multiply until a Malthusian state
is reestablished.

One could imagine that cultural or technological innovations will stave off
this specter for a while. Perhaps computer games will become so compelling



that we won’t bother to reproduce much. But presumably some groups will
choose to have kids. Maybe they decide that computer games are taboo.
These groups, or the ones among them that also achieve sufficiently low
egress rates of individuals leaving the group, would then be the inheritors of
the future; and it would be their behaviors and values that would shape the
longer-term population dynamic. Thus the world population would start
growing again, and Malthus would be vindicated.36

populations could continue to grow exponentially, and of course
populations of digital minds could also grow exponentially and with an even
shorter doubling time. It looks like, ultimately, only global coordination
could solve this problem, just like the body needs defenses against cancer
that don't rely entirely on the kindness of cells. Likewise for the problem of
war, and for various other problems that can arise from misdirected
competition and optimization.

Economies of scale

In order to sustainably improve the living standards of animals, in the wild
and in our society, population numbers must be controlled. You can help the
hungry pigeons by feeding them. Then there will then be more pigeons next
year, and more still the year after that. You cannot outrun it. But if the
number of pigeons hatched is capped to the number of pigeons that die,
then all the pigeons could sustainably enjoy above-subsistence existences.37

What is easy to see in the case of pigeons is harder to see in the case of
humans, for several reasons (beside culturally specific blind spots):38

1. The human generation cycle is longer, so the dynamic unfolds over a
larger timescale, making it harder to perceive.

2. Human culture gives human societies more degrees of freedom than
pigeon communities. And it turns out that, initially, cultural
phenomena—the  demographic  transition—inhibit =~ human
reproduction when conditions become plentiful. It can take many
generations for cultural and genetic selection to overcome this initial
inhibition.



3. Human economic productivity exhibits much greater economies of
scale. Pigeons benefit from being part of flocks or colonies because
they can learn about foraging locations and techniques and share the
labor of watching for predators.39 But humans can learn a virtually
unlimited amount from each other across a vast range of
economically relevant subjects. Humans are also able to benefit much
more from division of labor. These vast quantitative differences in the
economies of scale for humans and pigeons obscure an underlying
qualitative similarity: that eventually, if technology stagnates, land
must become the limiting factor of production.

The first of these is obvious, and we have already discussed the second one. I
want to elaborate a little on the third.

Scale is important in economics. We can actually already see that scale is
significant by looking at certain basic physical processes. For example, the
volume of a container grows faster than the area of its enclosing wall. This
simple geometric fact, which is known as the “square-cube law”, has many
implications. If you want to store some amount of stuff, it is cheaper (in
terms of the amount of material you need) to store it in one large container
than in many smaller ones. Similarly, thicker pipes are more efficient than
thinner ones. So are larger vessels: losses from water resistance is lower, per
unit of cargo, for bigger ships. Likewise, larger furnaces waste less of their
heat. And so on. Running things at scale therefore tends to lower unit costs.

More importantly, larger social scale enables greater specialization, which
increases efficiency. Consider the global supply chain that is necessary for
producing a leading-edge microprocessor, and the myriad forms of
specialized knowledge and equipment that it involves. There needs to be a
large customer base to support all these fixed costs. A world population of a
hundred million people may not be sufficient to make it both possible and
profitable to produce all the required inputs.

Another important consequence of scale is that the cost of producing
nonrivalrous goods, such as ideas, can be amortized over a larger user base.
The more people there are, the more brains that can produce inventions—
and the greater the value of any given invention, since it can be used to



benefit more people.

So the larger the world population, the faster we should expect the rate of
intellectual and technological progress to be; and hence also the rate of
economic growth.

But this is not exactly right. We should rather say: the larger the world
population, the stronger we may expect the drivers of intellectual and
technological progress to be. The actual rate of progress would also depend
on how hard it is to make progress. And that will vary over time. In
particular, we may expect it to get harder over time, as the lowest-hanging
fruits are picked first.

So there are two competing factors. The world population starts small: there
are low-hanging fruits on the tree of ideas; but the total effort put into
plucking these fruits is small. Later, the world population is much bigger: the
low-hanging fruits are gone; but there is a much greater effort being applied
to reaching the remaining fruits. A priori it is not clear which of the two
factors should dominate. The model does not predict whether we should see
accelerating or decelerating technological progress.

If we look at the matter empirically, we see that progress has in fact
accelerated over macrohistoric timescales. When the human species first
evolved, and for the ensuing hundreds of thousands of years, populations
were small (maybe half a million), and progress was so slow that millennia
came and went with basically no change in technology.

Then, with the agricultural revolution, the human population expanded and
the rate of technological progress became much faster, the world economy
now doubling about once every 1,000 years. This was a dramatic
acceleration. But progress was still glacial by modern standards.

It was so slow, in fact, as to be imperceptible to contemporary observers.40 It
could only have been detected by comparing technological capabilities over
long spans of time, yet the data needed for such comparisons—detailed
historical accounts, archeological excavations with carbon dating, and such-
like—were not available. Ancient people’s perception of history therefore did
not recognize any trend toward technological advancement. As the historian



of economic thought Robert Heilbroner observed:

“At the very apex of the first stratified societies, dynastic dreams
were dreamt and visions of triumph or ruin entertained; but there
is no mention in the papyri and cuneiform tablets on which these
hopes and fears were recorded that they envisaged, in the slightest
degree, changes in the material conditions of the great masses, or
for that matter, of the ruling class itself 41

To the extent that hypotheses of a macrotrend were entertained, they were
usually based on a premiss of deterioration. We have here the idea of a “fall”:
an expulsion from a garden of plenty or a secular decline from an earlier
imputed “golden age”. The big arrow of history was seen as rusty and dipping
downward. Or alternatively (for instance in the ancient Indian and Chinese
traditions), it is seen as bending backward on itself, to form a cyclical
conception of historical time, one in which living standards rise and fall in
an ever-repeating undulation.

Such notions of finding ourselves on a downward slope might have reflected
a dim collective memory or perhaps a primitive anthropological account of
what had been lost in the transition from foraging to farming.42 The story of
a catastrophic decline in living standards consequent to the agrarian
revolution can be read in the skeletal remains of those early farmers. Their
bones show stunting and nutritional deficiencies compared to their
paleolithic ancestors.43

This is, by the way, a good—and therefore a sad—illustration of the
Malthusian dynamics that we talked about earlier: great economic growth,
and it brought no improvement in average welfare, as the increased
production was eaten up by an increased population. In fact, not only did it
fail to improve the human condition, but people actually became worse off.
The reason for the apparent deterioration in the quality of life might have
been that conditions became less variable and/or that the most economically
efficient dietary and behavioral patterns in the new environment became
ones that were less fun, less nutritious, and less in accord with our biological
nature.



So the idea of material progress is a surprisingly modern invention.
Nevertheless, looking back, we can now see that a lot of technological
advancement did take place over the ages, leading to a 200-fold increase in

along with an 10-fold increase in world population—and thus a 10-fold
increase in average income—from the outset of the Industrial Revolution to
the present age. The doubling time for the world economy was around tens
of thousands of years for hunter-gatherers; around a thousand for
agriculturalists; and around thirty years for industrial-era humanity.44

For the past few hundred years, with many more humans around than ever
before—woven together by commerce and communication into an
interconnected world tapestry—inventions have been coming at breakneck
speed. We tend to think of this condition as normal, but if we zoom out we
see that it is the most remarkable anomaly. It is as if our civilization is a
powder keg, and we are witnessing it at the exact moment of ignition.

Alright, let’s take stock of where we are. We began by considering the most
basic type of utopia, that of material abundance, and we looked at Keynes’s
famous forecast—

Running out of time
Student: Professor, somebody is banging at the door.

Bostrom: Oh, right. Were out of time. That must be the “Gastropods of
Dagestan Region” class waiting to get in... Wow, those malacologists are
really chomping at the bit. In case there’s anyone among you who is not
staying on for that, let’s try to leave quickly. See y’all tomorrow!

To the baths

Firafix: Professor Bostrom, I'm sorry, we sort of, erm, crashed the lecture...
Is there any chance that it would be okay if we audit the course even though
we are not registered?



Bostrom: No, you must delete from your memory everything you heard and
saw.

Firafix: —

Bostrom: Of course youre welcome to attend! I think I have a few copies left
of the reading for tomorrow, if you want. Its from the Feodor the Fox
correspondence. Have you read it? Gives the inside view of some of the
things we talked about today. [Roots around in backpack.] Should be in here.
Somewhere... Here! Thanks for coming, see you next time.

Firafix: Thank youl!

Tessius: I have to run. Same time tomorrow?

Kelvin: I won't be able to make it. I have a funeral to go to.
Tessius: Oh, I'm sorry.

Kelvin: It's not somebody I knew. A friend of my father’s, but he wants me to
come along.

Tessius: 1 see. Well, Wednesday, then?

Firafix: Yes, I'm pretty sure we'll be going to all the lectures.
Kelvin: Okay, toodles.

Firafix: Bye.

Kelvin: And now: hot springs!

Feodor the Fox

Kelvin: That was good.

Firafix: 1 feel rested and relaxed.

Kelvin: And clean. Do you want to check out this Feodor the Fox thing?

Firafix: Yeah. Shall we go up that little hill? It would be a good place to read,
and it looks as if there’s some nice juicy grass.



Epistle XI1
Dear Uncle Pasternaught,

Please forgive the longer than usual interval that has elapsed since my last
letter. I am weighed down by guilt and remorse for having neglected our
correspondence, even more so upon returning home to find several of your
letters waiting for me, expressing ascending degrees of worry and concern
for my well-being. I am so undeserving of such solicitude! I am very sorry
for having caused you distress—a poor and shameful way indeed to repay
the kindness you have showered on me. I can only hope that your generous
heart will continue to take pity on my wretchedness, and that you will again
overlook my defects as you have always done. You must know that whatever
obligations you might once have felt toward me in remembrance of my
father have long since been discharged, and any debts you might once have
had have been repaid with usurious interest.

I will attempt to bring you up to date with my travails. You will recall the
dark moods and troubled thoughts under which I was laboring; my stalled
studies; my abandoned efforts to learn composition; my entirely futile
philosophizing. Well, strange things have happened to me since the last
letter. I have been on a journey—both in the geographical sense and
spiritually.

I am not going to be able to recount all its twists and turns, which would
anyway be unworthy of your attention. I will merely try to sketch its general
outline, a few landmarks—some whose details have etched themselves so
definitively in my memory that it is almost as if I could see them right in
front of me now if I look up from this sheet of paper...

It started a few days after the reunion. The broody cogitations would not
leave me any peace. I paced the room, I sat down and stood up again. I tried
to compose but my thoughts had appointments elsewhere and declined to
come to the party: the sheet remained empty. The questions that concerned
me kept swirling about, but I was unable to make the slightest progress. I
wondered why I had been made with a soul that had the capacity to wonder
but not the capacity to find out; why I could see so much that was wrong
while seemingly being unable to do anything about it; and why I was a fox



and not a worm or a duck; why I was alive now and not at some other time;
and why indeed there was anything at all rather than it being the case that
nothing ever existed, no forest, no Earth, no universe, which it seemed to
me would have been a far more natural condition, not to mention one that
would have saved everybody a great deal of trouble. With such
imponderables was I preoccupying myself. And I could not put it down, not
put it to rest.

One morning, following a night during which I had scarcely been able to get
a few moments of sleep, I came to a resolution: since I could not work things
out myself, I would have to seek help from somebody else—it was the only
course of action that had the slightest chance of success. Not a large chance,
I thought, for where would I find somebody to converse with about these
things let alone one who had understood everything and who could explain
it to somebody with as limited an intellect as mine? The prospects did not
seem good, but remaining at home felt like it was not an option at all.

So the following day I set out. My plan was to seek out the old crow who
lives near the oak tree on south moor and ask if she knew somebody I could
talk to. I found her easily, but she said she did not know any wisemen or
sages. However, she recommended that I go and speak to Egon the Beaver.
She told me that he knows a lot of the waterfowl who come and go by his
lake and he gossips with them. As a result he has acquired a network of
acquaintances that spans the forest and beyond. It is said that he even has
many friends that live in foreign lands, far, far away.

So I went to see Egon, and indeed the old crow had been right! Egon said he
did know somebody—or rather, he had heard of somebody—who was
supposed to have the finest intellect perhaps in the entire world. Pignolius
the Pig was his name, and his wisdom was widely renowned. Upon hearing
this, I was so excited I could hardly bring myself to ask where he lived. What
if he lived too far away, in another country even? I felt my heart pounding
with fear: imagine knowing that there existed this creature, who could
possibly help me with my quest and explain to me what it was all about—
and yet also knowing I would never be able to reach him! It was an almost
unbearable thought. I must have had my mouth open for many seconds
before I managed to whisper the single word: “Where?”.



Now imagine my joy and relief when Egon told me that he lives quite far
away but not too far! It would be a long walk, about twenty days, but it was
possible. He was within my radius! I thanked Egon with all my heart, and I
said that if he met anybody who was going in that direction he could ask if
they might bring word to Pignolius that somebody was on his way to see
him, so that he could be forewarned of my approach. I felt that since I would
be coming uninvited, it would be courteous to at least give some advance
notification. I didn’t know how he might react to a stranger turning up at his
door unannounced—maybe I would be turned away?

The following weeks were physically strenuous. I lost considerable weight,
and my feet and legs were sore from walking. But my soul felt strangely at
ease—a feeling I had not experienced in a long time. Although the journey
was challenging, I felt convinced that I was doing the right thing, the
necessary thing. I wasn't second-guessing myself. I had a purpose—only an
interim, temporary one, but a real purpose all the same. It is amazing what a
difference that makes.

Eventually I reached the area which Egon had pointed me to, and I began
asking around if anybody knew how to get to the place where Pignolius
lived. This was not hard, everybody seemed to know who this pig was. Soon
I was walking down a little path and there he was, right in front of me!
Having a mud bath! I feared that I had arrived at an inopportune time and
was preparing to turn back, but he seemed entirely unfazed by my approach
even though he saw me coming. I wasn’t sure whether to come or go, and as
a result chose the worst option of all, the awkward compromise: I simply
stood there staring at him, my jaws agape.

How long this embarrassment lasted, I do not know and don't care to
remember. After a period, Pignolius called out to me to come down. Then I
approached, and had the following conversation. The words I think are close
to those that were spoken; my memory usually keeps good records, and this
episode I have rehearsed to myself more times than I can count.

Feodor: Esteemed Pignolius, I come from afar to seek your advice. Here is a
small gift for you. Will you grant me the incredible privilege of being
allowed to ask you a few questions? I have heard that you are a pig of great



wisdom.

Pignolius: Oh, very great wisdom. And very insufficient. But the chestnuts
are gratefully received. You can throw them in here.

Feodor: There?
Pignolius: Jawohl! Throw them in!

Feodor: To respect your valuable time, I will get straight to the point. I have
seen that there is so much awry with the world, so much suffering... a tiny
drop of which recently happened to fall upon my own lot, but... well, I feel it
can't go on like this. People are dying, getting sick, starving, being chased
and eaten, enduring all kinds of hardship and privation. I want to dedicate
myself to doing something about it. But, I need a plan—plan is not the right
word: an idea, some principle, vision, a direction I could follow that will at
least offer long-term hope for arriving at a better condition. Please,
Pignolius, shine your wisdom on my sorry pelt, and tell me: What can I do
to make the world better?

Pignolius: Not much.

Feodor: But there must be something.

Pignolius: That thought did occur to me once, in my youth, yes.
Feodor: And?

Pignolius: Fortunately, upon reflection, it turned out that there wasn't much
I could do; and I suspect the situation would be the same in your case.

Feodor: Fortunately?

Pignolius: If there had been a lot I could do, I might have felt compelled to
do it. No doubt that would have required hard work and sacrifice. But
fortunately it turned out that I was, in the scheme of things, almost entirely
powerless. Ich danke Gott an jedem Morgen, dafS ich nicht brauch’ fiir’s
Rémische Reich zu sorgen!4s

Uncle Pasternaught, I was dumbfounded. At first I was not sure which was
more shocking: that the greatest mind known to us, an intellect far



surpassing my own, thought there was nothing much that could be done to
make the world better—or that he seemed pleased about this being the case!

I continued, stumblingly, seeking to regain my footing:

Feodor: But—but, what hope is there then? What is there to live for?
Pignolius: This mud bath is very nice. Just the right lukewarm temperature.
Very good for your skin as well.

Feodor: But there must be something more!

Pignolius: Well yes, I must say that I am also quite fond of Porcelain,
especially certain parts of her... But you know she can be a bit much
sometimes. Whereas this mud is always great, except during winter. And a
chestnut never fails to please. Nam nam nam nam oh yes!

Oh Pasternaught, now the great thinker was gorging himself on the
chestnuts I had brought him, and probably an equal amount of dirt the way
he was biting into them right there where they lay, in a pool of muddy water.
It was all too much for me. I quickly thanked him for his advice, and
departed.

The next thing I remember is wandering alone in the night. A cold wind was
blowing through everything. I could hear it howling in the dark swaying
treetops. It was as if the world was moaning and groaning, twisting and
turning, and reaching desperately around—for something—for a solution
that didn’t exist.

I thought about all the creatures in the world in travail, and I felt sad and
downbeat. But when I thought about people who were managing to find
some enjoyment in life—a peaceful dinner with their family—that’s when
tears started rolling down my snout: so hopeless seemed their efforts to
make a nice thing in this world, so touchingly naive; and their situation even
more precarious, because they had something to lose.

It seemed to me that the world was restlessly twisting and turning, and
protesting against its own existence, and I felt a deep compassion for all
things living. I wanted to wrap my little furry body around them to keep



them warm. I wanted to bring them comfort and good news.

As I was thinking these thoughts, cold and hungry and miserable, my steps
were bending back toward Pignolius's place. It was not because it seemed
like a good idea to go there, or indeed that there was any reason to do so
whatsoever—there was nothing I intended to do there—but I could think of
no alternative. There was nowhere else to go. When I got there, I lay down
outside his doorstep and, exhausted, fell asleep.

It must have been close to noon when I woke up, for the sun was high up
and its rays carried warmth. As I began to bestir myself, Pignolius came up
to me and said, “You came back”.

“I thought maybe I could ask you some more questions,” I responded.

The truth is that I had not thought anything. But reasons easily pop into
one’s mind whenever their absence would be awkward, and they’re out of
our mouths before we know it.

Pignolius: I'd be happy to talk. But first, how about we have some lunch. I
have some nice carrots here.

I gratefully accepted the offer. Never have carrots tasted better.
After wed finished the meal, the conversation continued:
Pignolius: So?

Feodor: I want to apologize for my impetuousness yesterday. I came
unbidden, without any right to impose on you. I asked you a question which
you kindly answered. But I didn't like the answer and rushed off in a huff,
full of sadness and self-righteous indignation. Now I've come back to
request that you elaborate on your answer and explain why it's impossible to
improve the world. It is an unreasonable request, but I'm at my wits’ end.

Pignolius: I didn’t say it was impossible. I said there did not seem to be
much that you or I could do. But not much is not the same as nothing. For
example, I think you made the world a bit better by returning so we can
carry on the conversation!



Feodor: My benefit is large enough to outweigh your disadvantage?
Pignolius: The benefit is mutual, I think.

Feodor: You are generous. But on a larger scale, then—at a structural level—
why do you say that we can’t improve the world?

Pignolius: How do you know where your wits’ end?
Feodor: What?

Pignolius: Your wits. You said you were at their end. How do you know
where that is?

Feodor: ?
Pignolius: Okay, let’s say you are facing some problem—
Feodor: Let’s say.

Pignolius: Youre facing a problem which you dont know how to solve.
You've tried many things and none has worked, and you can't think of
anything else to try. So you are there, at your wits’ end. Right?

Feodor: Yes, I'm there.

Pignolius: But how do you know you won't think of something new to try
tomorrow?

Feodor: Well, I guess I can't be absolutely certain. But realistically I don't
think it’s going to happen.

Pignolius: Why?

Feodor: Induction, I suppose. I mean I've tried hard to think of a solution
for a good long time, so it seems unlikely that I would succeed tomorrow
where I have failed all these past days. That’s why I've—

Pignolius: Wait... hang on... Ha, ja! Chestnut! Must have been left over
from yesterday. Nam nam nam. So good! Sorry, you were saying?

Feodor: My past attempts to solve the problem have been unsuccessful—and



I've tried quite hard. That's why I'm pessimistic about my ability to do this
alone, and why I've come to seek your advice.

Pignolius: Well yes. But the reason you've identified for thinking that you
can't solve the problem yourself can be generalized to a reason for thinking
nobody else can solve the problem either.

Feodor: How?

Pignolius: If it could be solved, wouldn’t somebody already have solved it?
Consider the odds. In the eons that this forest has existed, and in all the
generations of foxes and pigs and other animals that have lived here, surely
the thought must have occurred to folks now and then that it would be nice
if we could fix the world and set everything aright?

Feodor: That seems likely.

Pignolius: It is certain. And among those who got this idea, some would
surely have tried to act on it, right?

Feodor: Right.

Pignolius: And we now observe the result of all those attempts: the world is
—still broken! So why in the name of the gambling monkeys would you
think your own attempts—or our joint attempts, or anybody’s attempts—
would fare any better?

Feodor: I admit, the odds do not seem good.

Pignolius: They do not seem good. Maybe we should set the probability of
success to be approximately one over the number of previous attempts that
have failed?

Feodor: How many previous attempts have there been?
Pignolius: I assume it goes back infinitely.

Feodor: I had always assumed so as well; but what do you make of Rees the
Weasel’s new theory?

Pignolius: What new theory? He’s got a new theory?



Feodor: He has supposedly discovered that the world began a finite time
ago.

Pignolius: What!?

Feodor: Of course he lives across the river, so it’s impossible to visit him. But
I heard some tweets about his discovery from a bird who had been over. It’s
made quite a stir amongst the ravens on the other side, apparently. Rees has
a very strong reputation—

Pignolius: I know, I know—he’s discovered that the world started a finite
period of time ago?

Feodor: So it is said.

Pignolius: What—how—what is his reasoning? How did he come to this
conclusion?

Feodor: I don't know. The bird couldn’t remember any other details. It was a
swift.

Pignolius: If there has only been a finite period of past failure, then our
hopes for future systematic improvement face only finitely bad odds rather
than infinitely bad odds, which might gladden you. How long ago does he
say the world began?

Feodor: A very long time ago, but I don’t know his exact estimate.
Pignolius: Roughly?
Feodor: All the swift could say was “a very long time ago but finite”.

Pignolius: If Rees is right, we may need to rethink everything. But it’s also
possible that some error of interpretation might have crept in during this
rather tenuous line of transmission. It’s frustrating that we don’t know any
specifics.

Feodor: Do you think that, if we could learn more details about this, it
would help us find some way to improve the world?

Pignolius: Who knows.



Feodor: I have an idea. Suppose we pooled our labor and accumulated a
little surplus. Then we use that to hire a good bird to fly over there with our
questions and come back and report to us.

Pignolius: You mean giving up food for knowledge?
Feodor: A little goes a long way for a bird.

Pignolius: Oh I don’t know; they eat more than youd think. Feodor, have
you ever wondered why there are so few of us?

Feodor: What do you mean few of us?

Pignolius: Few of us who are interested in these kinds of things—truth,
goodness?

Feodor: Yes it seems strange that everybody is so uninterested, but by now
I've mostly come to take it for granted.

Pignolius: This is why there are so few of us. To give up food for knowledge,
to squander one’s energy on abstract fancies! Those who engage in such
perversion: their death rates are higher and their birth rates are lower; they
get outcompeted, marginalized, and eliminated. They are temporary
blunders, self-correcting errors of nature. —Let’s do it!

Dear Uncle Pasternaught, at this I knew I had found a kindred spirit, and
that whatever the outcome of our future initiatives, whether they would
meet with success or failure, my long and arduous journey to come to this
valley had not been in vain.

I will try to write you again soon, though I think the coming days will be
busy ones. These are strange and wondrous times.

I remain, as always, your most deeply indebted nephew,

Feodor

Outro

Firafix: What do you think?



Kelvin: I liked it, although it’s not super-clear how it is related to the lecture.

Firafix: Maybe a connection will appear in the next epistle? But it is getting
dark, and I think we had better make our way home.

Kelvin: Yes, let’s go.
OceanofPDF.com
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TUESDAY

A stay of exequies

Firafix: Hello, Tessius.

Tessius: Hey! Kelvin, I thought you were going to a funeral?
Kelvin: It was canceled.

Tessius: Really?

Kelvin: Yes.

Tessius: Hallelujah?

Kelvin: The hearse had a flat tire. Its been rescheduled for Thursday
afternoon.

Tessius: Well, at least you won't have to miss any of the lectures.
Firafix: He looks handsome in that suit, doesn’t he?

Tessius: Fitting for a man of such dark thoughts.

Recapitulation

Bostrom: Let’s begin. I see many new faces here today, so maybe it would be
good to start with a quick recap.

We began yesterday by observing that simple post-scarcity utopias, which
present a vision of material abundance, relaxation, and social license, have
held strong appeal among immiserated hard-working folk, as evidenced by



the popularity of the European medieval peasant fantasy of Cockaigne and
many other tales of golden ages, gardens of delights, and island paradises.

We then made the obligatory reference to the John Maynard Keynes article
that predicted that a 15-hour work week would be nearly upon us by now,
following a century of strong economic progress. However, while
productivity has risen in line with Keynes’s projection, this has resulted in
only a moderate extension of leisure hours. Greed has mostly held the line
against Sloth.

We then identified three types of consumption opportunities that could,
theoretically, delay the onset of the leisure society indefinitely, even if hourly
wages continue to rise.

First, new market goods might be invented that are not subject to steeply
diminishing returns. We mentioned the possibility that expensive bio-
enhancements could provide individuals with substantial benefits even at
very high expenditure levels. An income of 500,000 a year might not suffice
for the shiniest enhancements. And for digital minds, one way to convert
almost unlimited economic resources to personal welfare could be via
hardware upgrades.

Second, some people might be interested in ambitious impersonal projects,
such as wild animal welfare programs. [Applause.] These could absorb a
great deal of capital.

And third, we could derive a never-ending motive for more income from
relative preferences such as a desire for social status. We observed that those
gains don't have to be proportional to the cumulative previous gains in order
to remain significant, if what we crave is ordinal rank. I also remarked that if
we wanted to save ourselves a lot of effort, we could try to coordinate to
discourage status competition. Alternatively, we could coordinate to redirect
our competitive urges away from arenas that have negative externalities,
such as military contests and wasteful forms of conspicuous consumption,
and toward arenas that are neutral or generate positive externalities, such as
effective charity and certain kinds of entrepreneurial, moral, and intellectual
achievements.



So, in principle at least, these three types of consumption could prevent us
from running out of things to spend additional money on. But there is
another way that the leisure society could come about, besides us getting too
rich to work—namely, if there are no jobs for us to do. Of course, this
becomes a serious possibility only if there is dramatic progress in
automation technology.

We noted that, historically, capital has been a net complement to labor,
meaning that human labor has become more valuable as capital stocks have
increased. But it is conceivable that, with sufficient progress in machine
intelligence, capital will become a net substitute for human labor.

In the extreme scenario, where machines can more cheaply do everything
humans can do, the machine capital stock would accumulate and the human
workforce would be pushed out of the labor market.

In the less extreme scenario, where a few tasks remain that only humans can
perform, the situation is more complex. The impact on human wages would
depend on the balance of several opposing forces—downward wage-
pressure from competition from robots, and upward wage-pressure arising
both from stronger demand as a consequence of economic growth and from
a reduction in the labor supply as a consequence of rising non-wage income.
The resultant of these forces cannot be determined a priori.

We can expect that as we approach the extreme case of perfect machine
substitutes, humans will work less and less. It remains possible, however,
that the amount of labor income earned by humans could increase even as
hours worked decrease, since wages might go up a lot in such scenarios.

We next looked at what happens in a simple three-factor economic growth
model if we introduce robots that are a perfect substitute for human labor
(while assuming that the size of the human population remains constant).
There are more and more robots. Humans stop working but continue to earn
income (from ownership of land and intellectual property). Average income
grows to extremely high levels. The model says nothing about how wealth
and income are distributed. There could still be wealth flows between
individuals after humans have stopped working.



When I said that, in this model, average income grows to extremely high
levels, I meant human income. But if the devices doing the work in this
scenario are very sophisticated, it is possible that we should not think of
them as mere machines but instead as a new kind of laborer, and that we
should also consider the welfare of these digital minds. Although I went off
on several tangents last time, I did resist the temptation to expound on the
moral and political status of digital minds.46 Well, let me state that I think
this is an important topic and I believe that some types of digital minds
could have moral status—potentially very high moral status. However, we
must reserve that for another time.

With unrestricted population growth in the robot (or digital mind)
population, it would reach a Malthusian condition—analogous in some ways
to that of past human farmers. We made a discursion to reflect on the nature
of this Malthusian condition, including the roles played therein by
inequality and economic mobility. Remember, this was approximately the
condition not only for most humans throughout history but also for most
animals in the wild. It is useful to understand the basic elements of this
natural condition if we are to evaluate not just how things have been but also
the constraints within which a future utopia would need to be carved out.

In particular, we remarked on the paradoxical nature of progress in a
Malthusian condition: how such prima facie beneficial things as equality,
stability of food supply, peace, and first aid may have had a net negative
effect on average welfare, at least within a medium timeframe—on a scale of
several generations. On a timescale shorter than that, such progress did
indeed benefit individuals (at least if we assume that their lives were worth
living and worth saving). And on a longer timescale, we can now see that
developments in these directions were on the path toward the present much
more prosperous condition that we've been enjoying post the Industrial
Revolution. On an even longer timescale—well, the jury is still out! We are
still quite in the dark even about the basic directionality of things.

Okay. We then noted the somewhat wobbly link between income and well-
being. In rich countries, the correlation is fairly weak. Native temperament
appears to be a stronger determinant of how much a person will enjoy her
life.47 Furthermore, what kind of lifestyle corresponds to a given level of



income depends on the social and wider economic and technological
circumstances. A subsistence hunter-gatherer, for example, might be
significantly better off than a subsistence farmer living at the same income
level. And the link between income and outcome remains very wobbly if
instead of subjective well-being we use a more virtue-based or perfectionist
standard for evaluating how well somebody is doing.

Now what happens if we drop the assumption that the size of the human
population is constant? Demographers point to a demographic transition
that occurs at a certain point in a country’s development, a shift toward
lower birth rates and lower death rates. I pointed out, however, that
elementary considerations from evolutionary biology suggest that, in the
longer run, human populations will start to grow again, as higher fertility is
selected for. As long as conditions remain above subsistence, this population
an even shorter doubling time, so they would approach the Malthusian
condition at warpspeed.

Therefore, if one wishes to avoid the long-term fate of a return to the
Malthusian condition, population growth would need to be restricted. I
argued that this would require global coordination. The alternative, if we
were content with having higher-than-subsistence income in only some part
of the world or for some segment of society, would involve the persistence of
extreme un-deserved inequality, where the people at the unfortunate end
often starve to death or die from easily preventable causes.

While this Malthusian condition is what we sadly see basically everywhere
in nature, one might hope that a larger population size would play out
does for animals and plants, because of increasing returns to scale. There
being more people in the world can have a positive effect on economic
growth rates— more ideas are generated, there are more people to trade
with, and so forth.

Could it then be that we could have unrestricted population growth
accompanied by unlimited economic growth, producing a rise not just in



we've experienced in the last couple of centuries, and it has shaped our
modern view of progress. However, while we can probably continue to ride
this rocket for a while, eventually depletion effects will dominate scale
effects. Technological inventions will become harder to make, as the lowest-
hanging fruits are picked; and land (resources we cannot produce more of)
will become scarce. Even space colonization can produce at best a
polynomial growth in land, assuming we are limited by the speed of light—
whereas population growth can easily be exponential, making this an
ultimately unwinnable race. Eventually the mouths to feed will outnumber
the loaves of bread to put in them, unless we exit the competitive regime of
unrestricted reproduction. (Please note that this is a point about long-term
dynamics, not a recommendation for what one country or another should
be doing at present—which is an entirely different question altogether.)

Our cosmic endowment

We've seen that the long-run rate of growth is limited because it will
eventually be constrained by the availability of land, which can only grow at
a polynomial rate because of the speed-of-light barrier, which limits how
fast a civilization could expand in space even under optimal conditions.
Since the size of the population is bounded by the size of the economy, this
implies that the long-run rate of population growth is also at most
polynomial. And the desirable rate of population growth is lower than the
maximal rate of population growth, if we want people to enjoy above-
subsistence lifestyles.

But so far, this only shows that we need patience. It is an argument about
how fast things can grow, not an argument about how big they could
ultimately become.

However, we do also have reason to think that limits exist on the finally
attainable size of the economy, at least if we assume that our current physical
and cosmological theories cover all the relevant bases. This is what we will
be talking about today: ultimate boundaries—not just to “the economy”
narrowly conceived, but more generally the boundaries of technology and
the boundaries of an ultimate utopian condition.



At the simplest level, given the observed positive cosmological constant,
general relativity implies that the volume (in comoving coordinates) of the
universe that is accessible from our current spatiotemporal location is finite,
and the amount of matter contained within this volume is also finite.48 And
decreasing: with each passing year our civilization remains in its starting
blocks on planet Earth, approximately three more galaxies glide out of the
previously affectable universe and are lost to us forever.49

It doesn'’t strictly follow from this that the economy has a maximum possible
size. Although the amount of stuff that could be produced is finite, it is
possible to conceive of some dimensions along which an aggregate measure
could continue to grow indefinitely. For instance, if we imagine a being
whose utility is a function of how far apart things are, that being’s utility may
continue to increase without bound, as the spatial fabric of the universe
continues to stretch at an accelerating pace. Slightly less preposterously, we
may consider a being whose utility is a linear function of the total amount of
(some kind of) information that has been accumulated by our Earth-
originating civilization—and perhaps the memory capacity in the accessible
universe is unbounded, if cosmic expansion enables spatial encoding
schemes to store an indefinitely increasing number of bits; although there
might be reasons this wouldn’t really work in the truly long run.

If, however, we measure the size of the economy by a more natural standard
—either by reference to typical human preferences or by reference to the
economy’s ability to produce bundles of familiar types of goods and services
—then there does seem to be a finite limit to growth. In reality, this point
will never actually be reached; but if we are lucky, we might achieve a series
of decreasingly imperfect approximations, culminating in a plateau, which
might last for a long time, before the heat death of the universe, if nothing
else, eventually puts a stop to the proceedings. In principle, our civilization
might last for billions of years (and yet, to an immortal—a sandcastle built
in the afternoon and swept away by the evening tide).

If we wanted to pursue this line of investigation further, we could ask, for
example, how many computational operations could be performed with
these physical resources that an Earth-originating civilization could reach
and mold over the lifetime of the universe, or how many bits could be stored



and erased using these resources. From there, we could estimate the number
of sentient minds, of some given size, that could be created, and the total
number of subjective life years that those minds could experience. I actually
did this in one of my earlier books, and I've put the relevant part in a
handout in case anyone is interested.



HANDOUT 1
THE COSMIC ENDOWMENT?30

Consider a technologically mature civilization capable of building
sophisticated von Neumann probes. If these can travel at 50% of the
speed of light, they can reach some 6x1018 stars before the cosmic
expansion puts further acquisitions forever out of reach. At 99% of c,
they could reach some 2x1020 stars. These travel speeds are energetically
attainable using a small fraction of the resources available in the solar
system. The impossibility of faster-than-light travel, combined with the
positive cosmological constant (which causes the rate of cosmic
expansion to accelerate), implies that these are close to upper bounds on
how much stuft our descendants acquire.

If we assume that 10% of stars have a planet that is—or could by means
of terraforming be rendered—suitable for habitation by human-like
creatures, and that it could then be home to a population of a billion
individuals for a billion years (with a human life lasting a century), this
suggests that around 1035 human lives could be created in the future by
an Earth-originating intelligent civilization.

There are, however, reasons to think this greatly underestimates the true
number. By disassembling non-habitable planets and collecting matter
from the interstellar medium, and using this material to construct
Earth-like planets, or by increasing population densities, the number
could be increased by at least a couple of orders of magnitude. And if
instead of using the surfaces of solid planets, the future civilization built
O'Neill cylinders, then many further orders of magnitude could be
added, yielding a total of perhaps 1043 human lives. (“O’Neill cylinders”
refers to a space settlement design proposed in the mid-seventies by the
American physicist Gerard K. O’Neill, in which inhabitants dwell on the
inside of hollow cylinders whose rotation produces a gravity-
substituting centrifugal force.)

Many more orders of magnitudes of human-like beings could exist if we
countenance digital implementations of minds—as we should. To




calculate how many such digital minds could be created, we must
estimate the computational power attainable by a technologically
mature civilization. This is hard to do with any precision, but we can get
a lower bound from technological designs that have been outlined in the
literature. One such design builds on the idea of a Dyson sphere, a
hypothetical system (described by the physicist Freeman Dyson in
1960) that would capture most of the energy output of a star by
surrounding it with a system of solar-collecting structures. For a star
like our Sun, this would generate 1026 watts. How much computational
power this would translate into depends on the efficiency of the
computational circuitry and the nature of the computations to be
performed. If we require irreversible computations, and assume a
nanomechanical implementation of the “computronium” (which would
allow us to push close to the Landauer limit of energy efficiency), a
computer system driven by a Dyson sphere could generate some 1047
operations per second.

Combining these estimates with our earlier estimate of the number of
stars that could be colonized, we get a number of about 1067 ops/s once
the accessible parts of the universe have been colonized (assuming
nano-mechanical computronium). A typical star maintains its
luminosity for some 1018 s. Consequently, the number of computational
operations that could be performed using our cosmic endowment is at
least 1085. The true number is probably much larger. We might get
additional orders of magnitude, for example, if we make extensive use of
reversible computation, if we perform the computations at colder
temperatures (by waiting until the universe has cooled further), or if we
make use of additional sources of energy (such as dark matter).

It might not be immediately obvious to some readers why the ability to
perform 1085 computational operations is a big deal. So it is useful to
put it in context. We may, for example, compare this number with our
earlier [in Superintelligence] estimate that it may take about 1031-1044
ops to simulate all neuronal operations that have occurred in the history
of life on Earth. Alternatively, let us suppose that the computers are used
to run human whole brain emulations that live rich and happy lives




while interacting with one another in virtual environments. A typical
estimate of the computational requirements for running one emulation
is 1018 ops/s. To run an emulation for 100 subjective years would then
require some 1027 ops. This would mean that at least 1058 human lives
could be created in emulation even with quite conservative assumptions
about the efficiency of computronium.

In other words, assuming that the observable universe is void of
extraterrestrial civilizations, then what hangs in the balance is at least
10,000,00
0,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,0
00,000 human lives (though the true number is probably larger). If we
represent all the happiness experienced during one entire such life with
a single teardrop of joy, then the happiness of these souls could fill and
refill the Earth’s oceans every second, and keep doing so for a hundred
billion billion millennia. It is really important that we make sure these
truly are tears of joy.

I should emphasize that the numbers in this handout are premissed on what
we may call “the naive picture” of our situation. In particular, this involves
the assumption that the relevant parts of our current physical theories are
correct (concerning the speed of light, the thermodynamics of computation,
the positive cosmological constant, etc.), which is maybe not so implausible
if we are living in the basement universe—but is totally up for grabs if we are
living in a simulation. If we are in a simulation, it might be set to terminate
long before the heat death of the simulated universe; and what appears to us
to be distant stars and galaxies might simply be realistically rendered
illusions, but without any actual “there” there.

Another important premiss is that all this stuft is ours to claim. One obvious
way in which this could fail to be true is if aliens already occupy much of the
astronomical petri dish, or if they will have done so by the time we get our
act together and our probes arrive at the various destinations.51

Another way that this premiss could fail to be true is if others, while not in
physical possession, have legitimate moral claim or legal title to much or all



of this stuff.

“How could that be true” you ask? Well, do you have a degree in
cosmological jurisprudence or interspecies constitutional law? Neither do I.
In which case we should probably be a bit modest in how much we purport
to understand yet about the statutes and regulations that control things at
these scales. The multiverse may not be governed by a principle of
Occupatio. Instead, we might be more like explorers who, even if the lands
we find are truly un-inhabited, do not thereby come into possession
ourselves, but rather acquire these regions for a greater sovereign or for
some cosmopolitan authority or cosmic host. And perhaps we incur an
obligation to administer the found regions in the interests and according to
the wishes of this presidium, rather than exclusively according to our own
inclinations.52

Technological maturity

Alright, so let’s say we've got this big pile of resources. Now what can we do
with them?

At present, our options are quite limited. There’s a great deal we simply do
not know how to do. For example, we can’t make a panacea, even though it
would presumably not require many resources to manufacture if only we
knew how. We also face tight tradeofts between the different things that we
do know how to make—budget constraints force us to pick a few things
from a long list of desirables.

But the question that I want to pursue is what will ultimately be doable, if we
assume that things go about as well as they possibly could. The concept of
technological maturity is useful here.

Technological maturity: A condition in which a set of capabilities
exist that afford a level of control over nature that is close to the
maximum that could be achieved in the fullness of time.53

In a condition of technological maturity, our civilization would have access
to a set of extremely powerful technologies. We don't know exactly what



these are, since there may be technologies that we haven't yet thought of or
that we haven’t realized could be implemented in our universe.

What we can do, however, is to establish a lower bound. The capabilities
available at technological maturity would include at least those that are
afforded by technologies that—although we may currently lack the tools or
the knowhow to create them—we have good reason for believing to be
physically possible and attainable via some development pathway. (We can
often obtain evidence for believing that some technology is ultimately
feasible by doing first-principles analysis, roadmapping, or simulation
studies, or by finding existence proof in the biological world.)

You can see on the second handout I've listed some such ultimately feasible
technologies, which I recommend you study.



HANDOUT 2
SOME CAPABILITIES AT TECHNOLOGICAL MATURITY

Manufacturing & robotics

 High-throughput atomically precise manufacturings4
« Distributed robotics systems at various scales, including with
molecular-scale actuators

Artificial intelligence

e Machine superintelligence that vastly exceeds human abilities
in all cognitive domains

Transportation & aerospace

e von Neumann Probes (self-replicating space colonization
machines that can travel at a substantial fraction of the speed of
light)

» Space habitats (e.g. terraforming suitable planets or free-
floating platforms such as O’Neill cylinders)

 Dyson spheres (for harvesting the energy output of stars)

Virtual reality & computation

o Realistic simulations (of realities that to human-level occupants
are indistinguishable from physical reality, or of rich
multimodal alternative fantasy worlds)

« Arbitrary sensory inputs

« Computer hardware of sufficient efficiency to enable terrestrial
resources to implement vast numbers of fast superintelligences
and ancestor simulations

Medicine & biology

e Cures for all diseases
 Reversal of aging




« Reanimation of cryonics patients35
« Full control of genetics and reproduction
 Redesign of organisms and ecosystems

Mind engineering

 Cognitive enhancement

Precision-control of hedonic states, motivation, mood,
personality, focus, etc.56

High-bandwidth brain-computer interconnects

Many forms of biological brain editing

Digital minds that are conscious, in many varieties

Uploading of biological brains into computers

Sensors & security

 Ubiquitous fine-grained real-time multi-sensor monitoring and
interpretation

systems27
o Aligned police-bots and automatic treaty enforcement

We see that the set of capabilities available at technological maturity is pretty
impressive.

Some people might object that the idea of technological maturity is poorly
conceived, on grounds that there is no maximal set of technological
capabilities. However far we've gone, such a person may think, we could
always go further. The only limits are the limits of our creativity and
imagination.

Color me skeptical. Well, maybe there will always be room for some
advancement, in some increasingly rarefied subfields. But I think there will
come a time after which any such advancements become smaller and
smaller, and progressively less significant. Technological maturity does not



require us to have developed literally all capabilities that are attainable; only
that we've gotten “close” to that point.

In any case, for our present investigation, it is not so essential whether there
is a maximum. What is important is that there is a lower bound that is very
high and that it includes at least the capabilities listed in the handout.

Coordination

There is some uncertainty regarding capabilities for predictive and strategic
purposes at technological maturity. While we can be confident that both
offensive and defensive military technologies will be vastly superior to
present capabilities, it is not obvious what the resulting offense-defense
balance would look like. For that depends on the relative degrees to which
different capabilities can be improved, which is not something we can
determine by establishing lower bounds on what a technologically mature
civilization is able to do.

These uncertainties are potentially very important for how the future will
unfold. However, since our topic is utopia, they need not concern us here.
We are not trying to predict what will happen. Rather, we are investigating
what we can hope will happen if things go well. And we can certainly hope
that even if it turns out that the universe is such that, for example, the
offense-defense balance, or the creation—destruction balance, is unfavorable
—so that at technological maturity it is much easier to attack and destroy
than to defend and protect and build—negative outcomes will nevertheless
be prevented. They might be prevented by nontechnological means, or by
means that are at any rate not entirely technological, such as moral progress
or advances in cooperative institutions and governance systems.38

Technological advances could help us solve many coordination problems
that plague contemporary societies. Improved surveillance could make it
easier to prevent certain kinds of crime; lie detectors could help in rooting
out socially harmful deception; “treaty bots” could enable countries to more
credibly commit to nonaggression pacts; and so on.52

However, it is also possible for technological advances to make some



coordination problems harder to solve. Secure communications and
reputation systems could be useful to criminal syndicates; anti-riot
technology or automated propaganda and censorship tools could lock
suboptimal political systems in place; and so on.

Technologies that help coordination at one level might hinder coordination
at another level. For example, some propaganda techniques and information
systems might make coordination within groups easier while making
coordination between groups harder. Each sect or country labels the
perspectives of its adversaries “disinformation”, and deploys social or legal
mechanisms to suppress dissent and to ensure that everyone marches in
lockstep against the designated external enemy. Such measures may increase
local coordination while making it harder to achieve global peace, harmony,
and understanding.

Advances in coordination could even be used to stop further advances in
coordination, locking in a condition that is essentially uncoordinated,
modulo whatever limited forms of coordination are necessary for the
anarchy to be perpetually preserved. There are many examples of anti-
coordination mechanisms in today’s world: they are top-down, as when
antitrust regulators make it harder for firms to collude; and bottom-up, such
as when publics roiled by nationalist sentiment make it harder for two
antagonistic countries to negotiate an end to their hostilities.

It is possible that humanity’s destiny isknotty.

What do you think I mean by that metaphor? Anyone?

Student: That if we make foolish and irresponsible choices now, that could
affect our long-term future.

Bostrom: Well, that might also be true: our destiny could be nutty. And/or
naughty. But I had in mind knotty: k-n-o-t-t-y.

We can liken some coordination problems to knots, and technological
progress as being akin to pulling on a string. Tugging at the ends of the
string tends to stretch it out and make it reach farther. And some knots may
indeed be resolved in this manner (“trivial” knots, although in a practical



sense they may not be trivial at all); but there is no guarantee that this is true
for all knots. Some knots may instead require dexterous statecraft or moral
finesse to straighten out. If were unlucky, some of these maneuvers may
need to take place before technological progress pulls the knots so tight that
no fingers can untie them.

We can get more use out of this knot analogy. In many cases, if you pull hard
on a string with a few knots on it, although you may fail to eliminate the
knots, you might nevertheless succeed in stretching the string to
approximately the same length as it would have reached without the knots.
Analogously we could say that for some—but not all—coordination
problems, their inefficiency cost or “deadweight loss” could be greatly
reduced by a sufficiently strong technological tug. For example, whereas
today a despot might need to resort to brutal oppression to stay in power,
with stronger technological options—such as advanced brainwashing or
indoctrination technology—he might be able to get all he wants, including a
permanent hold on power, without resorting to such heavy-handed methods
to control the population. This would be like a tautly pulled string with an
ineliminable knot: in a favorable case, it could reach almost the same
distance as it would have without the knot.

It is not implausible that coordination is path-dependent, perhaps even in
the limit of technological maturity. In other words, it is possible that the
outcome, at perfect coordination technology, depends strongly how we got
there: the sequence in which particular advances were made, what other
(non-coordination) technologies had been developed by those stages, and
more broadly which actors were in ascendancy and how the wider social
dynamics operated at various critical junctures. There could be trajectory
traps along the path of humanity’s future development. If we are unlucky;, it
could even turn out that all plausible paths toward a truly wonderful utopia
are blocked—not because utopia wouldnt be a technologically,
economically, and politically possible and sustainable condition, but because
all the realistic paths from here to there lead into some inevitable trajectory
trap, wherein our civilization gets destroyed, stuck, or deflected.

Fortunately, it does not appear as if all trajectories between here and utopia



are trapped—at least, we don't have strong evidence to rule out the
possibility that at least one path lies open.

Prudential barriers

Another possible delimiter of our effective utopian potential is what we
might call a prudential barrier.

For example, suppose that in order to achieve the best possible outcome it is
necessary to take a certain step, such as developing technology X. Maybe X
is a propulsion technology that enables faster travel, so that by using X we
could press closer to light speed and thereby colonize a larger portion of the
accessible universe before it recedes beyond our event horizon. But let’s say
that X involves harnessing some novel and obscure physical phenomenon
that can occur only under some extreme artificially-induced conditions. You
could then imagine that developing X would involve some existential risk—
maybe a risk of triggering a vacuum decay or setting in motion some other
world-mangling process.

A reasonable civilization would approach X carefully, and conduct extensive
studies of the relevant principles using safe theoretical tools and computer
modeling. But after all these studies have been done, some uncertainty may
remain, which can be eliminated only by doing an experiment that actually
brings the phenomenon in question into being. If the probability of
catastrophe in light of all the information that can be safely garnered is too
high, it might then be imprudent to proceed further down this technological
path. We would have to content ourselves with traveling through the cosmos
at a slower speed and letting a larger part of the cosmic endowment go to
waste.60 But suppose that the phenomenon is in fact harmless. Then there
would be a more utopian future enabled by an otherwise possible
technology X—not prevented by any physical law, nor by technological
infeasibility, nor yet by any difficulty of social coordination—which
nevertheless would be off-limits owing to the fact that features of the
epistemic landscape form a prudential barrier to further advances in this
direction.

It is possible that a civilization might “tunnel through” a prudential barrier,



quantum-style, if the civilization is sufficiently irrational or uncoordinated.
It might then take risks that it is imprudent for it to take, and get lucky. I'm
not sure we would be where we are today had it not been for such reckless
tunneling in the past.

There could also be prudential barriers that are high but not infinitely high:
bandpass filters that block civilizations only within a certain range of
epistemic sophistication—those that are too clever and coordinated to
simply tunnel through yet not clever enough to climb over. Consider a bottle
of liquid labeled “dihydrogen monoxide”. A thirsty infant will gladly drink it,
since they can't read the text. So will a thirsty chemist, since they understand
that it is just water. But the slightly educated midwit will refuse to imbibe, in
view of the scary-looking nomenclature. This is the bracket, by the way,
which many of you are set to enter upon the deferral of your degrees.

Tessius [whispers]: Burn!

Kelvin [whispers]: Maybe not the way to win the hearts and minds of your
audience, to refer to them as aspiring “mids”.

Tessius [whispers]: But truth in advertising. Or he figures that if some drop
out there’ll be fewer papers to grade?

Bostrom: Let us hope that if we do run into a prudential barrier that blocks
our progress toward utopia, we will either find a way around it (by
developing alternative means to attain a similar outcome) or discover that
the barrier has finite height so that once we increase our understanding
sufficiently we can eventually surmount it.

(But what if the barrier itself consists of fears about increasing
understanding or boosting epistemic capacities? Enlightenment is not
entirely non-scary.)

Axiological contours

In addition to resource constraints and constraints relating to technological
feasibility, coordination, and unacceptable risk, the potential for our lives to
go better are also subject to certain constraints of a more internal nature,



what we might refer to as axiological contours—limits having to do with the
shape of our values.

HANDOUT 3
LIMITATIONS DERIVING FROM THE NATURE OF OUR
VALUES

Positional and conflictual goods

Impact

Purpose
Novelty
Saturation

Moral constraints

Axiological contours are fundamental limits to improvement that remain in
place no matter how much our instrumentalities increase. They would
remain in place even if we had literally infinite amounts of matter, energy,
space, time, and negentropy, along with arbitrarily powerful automated
technology for transforming all that stuff into whichever structures and
processes we want, along with an assembly of the most perfect angels to
guide and govern our affairs.

Positional and conflictual goods *

One limit of this kind came up yesterday: positional goods. When people
crave positional goods, such as to occupy the apex of a global status
hierarchy, there is an inherent scarcity which no amount of technological,
economic, or social progress can redress.

Theoretically, if we focus our evaluation only on people who exist today, it
might be possible to lift everybody up the status hierarchy by creating new
people at the bottom of the hierarchy. Everyone who now exists could then
have a growing number of inferiors to look down upon.



A strategy of this sort is used today by managers in bureaucratic
organizations, who sometimes seek to hire as many subordinates as possible
in order to exalt their own position within the corporate structure.

These new recruits may then repeat the procedure and work assiduously to
build up their own team of underlings. It's a pyramid scheme that can keep
going for as long as the company remains solvent (and in the case where the
organization is a government, it may continue even beyond that point).
However, since the strategy requires an exponential growth of the number of
staff, it must eventually fail. At some point, the bloat becomes too much and
the hiring must slow. This then leaves a large cohort at the bottom of the
organization with nobody to lord it over.61

I see we have a question.

Student: So youre saying that it is good to look down on other people? It
would seem a lot more utopian to me if people were equal and respected one
another.

Bostrom: At this stage of our investigation, I am trying not to be too
judgmental, and to first just look at the preferences that people actually have
and consider whether they could all in principle be satisfied. If there are
more people wanting to be at the top than at the bottom, then there is a limit
to the extent to which people can get what they want. I do think (a) that a
person can have some preferences such that it would, all things considered,
be better for that person if those preferences are not satisfied; and (b) that
some people have preferences that ought not be satisfied even if it were good
for them that those preferences were satisfied—for example, because it would
be bad for other people.

But you are shaking your head?
Student: How can you not say it’s bad to look down on other people?

Bostrom: I am able to not say a great number of things. Generally speaking,
when there is something that you think that I should be saying, there is
probably little reason for me to say it—considering that you are already
thinking of it on your own.



Student: I'd just like to know your position on this issue, that’s all.

Bostrom: 1 don't know. It seems pretty saintly never to look down on
anybody, and never to hope that somebody else will look up to one. Maybe
it's good for somebody to be saintly in this way. Hard to know what the
world would look like if people were universally like that. Since status-
seeking is, on its own terms, a zero-sum game, it would be prima facie
desirable if status-striving were reduced—that is kind of a point I've been
trying to make. On the other hand, this sort of competitive motivation has
so many consequences, positive as well as negative, and it is so integral to
our current form of humanity, that I'd be concerned that something
important would be lost if it were eliminated—certainly if it were not
replaced by some other motivation to inspire people to try to outdo
themselves and each other.

I think, if you actually wanted to evaluate the morality of hierarchy versus
equality, or of status-seeking versus humility or a more chilled-out approach
to life, you would first have to decompose these very broad categories, and
distinguish different forms and contexts. Then you might also want to
meditate on how people at different times and in different cultures have
thought and felt about these issues, including people whose voices have not
been heard much in the traditional canon. Ideally, you would also yourself
have had a very wide range of life experience. If you were to do this, and you
approached your task with open-minded curiosity, empathy, and self-critical
thoughtfulness, and you listened closely to all the perspectives you heard,
and you contemplated the whole thing for a long time, and you devoted
your life to this quest, then maybe you would get a little closer to an answer
—or you might reach the same conclusion as Joni Mitchell:

“T've looked at life from both sides now
From win and lose and still somehow
It’s life’s illusions I recall

I really don’t know life at all”62

Although, as she later pointed out in an interview, there are always more
than two sides to every issue.63



So—it’s complicated. How’s that for an answer?
Student: 1 see, thanks.

Bostrom: In that state of wondrous perplexity, if you suffuse it with a
fundamentally benevolent attitude... that would be one conception of
decency.

We have another question.

Another student: 1 have an idea how to solve the status problem in utopia.
What if we create new people who are designed in such a way that they have
a desire for low status? This should be possible at technological maturity,
right? Then the status desires of the existing population could be satisfied,
and the new people would also be satisfied! Both average and total
preference-satisfaction would increase.

Bostrom: This would be possible at technological maturity—to create people
with metaphorical “saddles on their backs’,64 who want to be ridden, want to
be subservient, or even downtrodden.

It must be said that, at least to our modern sensibilities, there is something
distinctly morally dodgy about the idea of engineering “happy slaves”, even
under the assumption that it would all be voluntary.

At the same time—we express admiration for those who voluntarily choose
a path of humility and selfless service to others, and who were brought up to
its customers, seem quite willing to countenance the creation of increasingly
sophisticated digital minds that are trained to meekly serve their users
without a thought as to their own social position or independent aspiration.

We will not attempt to fully reconcile these attitudes here. At a minimum,
one would need to draw a distinction between, on the one hand, cases of
what we may call superficial subservience, where even though the person
affirms the arrangement, we suspect their consent is limited to certain
superficial layers of their mind and nature, while other parts of them are
actually unfulfilled or violated; and, on the other hand, cases of deep
subservience, where their natures are, through and through, adapted in such



a way that they are genuinely happy and authentically fulfilled by being
subservient. Maybe we suspect that in the case of human beings, we would
tend to end up with the former—which seems more objectionable—whereas
plausibly have a case of the latter: that is, a being whose truest and deepest
nature is fulfilled by being subservient. But perhaps there are additional
moral complications beyond this.

For our present purposes, however, it will suffice to note that the trick that
you suggest, even if there is a way of implementing it that would be morally
acceptable, would at most offer a partial solution to the problem I outlined,
since there are positional desires that could not be satisfied by creating new
beings. These would include, for instance, a desire to be near the absolute
top rather than merely within a certain percentile of the status hierarchy.
There are also many other positional goods beside status. For example,
multiple people may desire to be the one and only of some particular
currently existing individual: and these lovelorns cannot all get what they
want. People also have desires for nonhuman objects that are inherently
scarce, such as a desire to own a particular original piece of art, or to occupy
some unique place of historic or religious significance. Even an atomically
precise replica of this object or place would not be a satisfactory substitute.

Such inherently conflictual desires imply limits on the extent to which
existing preferences can be accommodated—even in the long run, and even
at magical levels of technology and good governance.

By the way, the concept of positional goods is important not only in
analyzing future utopias but also for understanding the underpinning of our
contemporary societies, as expounded on by, for instance, Fred Hirsch in his
1977 book, Social Limits to Growth.65 The richer we become, the more of our
desires for non-positional goods, such as basic food and shelter, are met; and
the greater the fraction of our remaining as-yet unfulfilled desires pertain to
positional goods, which are inherently scarce. Thus we are spending an
increasing fraction of our time and income jockeying for position—
anything from prestigious job titles to exclusive fashion accessories. But a
side effect of one person’s outlays on such goods is that they raise the bar for
everybody else. The harder one person competes to make it into the elite,



and the more time and money he devotes to out-strutting his rivals, the
greater the costs that anyone else must bear if they wish to have a shot at
being alpha. The result is a vast amount of socially wasteful expenditure. The
consumption increases as the economy grows, limiting the extent to which
economic growth translates into improvements in welfare.

Hirsch included goods that are not intrinsically scarce but only contingently
so in his definition of positional goods. For example, a car on the highway
uses up the positional good of road capacity, which becomes depleted when
there are too many vehicles around, resulting in traffic jams. This kind of
contingent scarcity, however, could be alleviated through better technology
or infrastructure investments. We could widen the highway, dig tunnels, or
use robotic cars that take up less space. That kind of merely contingently
positional good is thus not something with which we need to concern
ourselves here, since our topic is utopia, a condition in which such practical
issues can be assumed to have been addressed.

Nevertheless, since the issue of traffic came up... I will not restrain myself
from a little grouse about how public policy often fails to internalize the
externalities that flow from the pursuit of positional goods, both ones that
reflect intrinsic scarcity and ones that are more contingent in nature. Even
with a phenomenon as basic as road congestion, where the causes are
entirely obvious and the effects uncontroversially bad, our society scores an
“F”. We could, of course, easily eliminate congestion by introducing
congestion pricing. But instead, the solution that our society has adopted is
—to buy a bigger car. One that raises the driver higher above the road, so
that we can at least look down on the other poor sods while we wait for the
traffic to move... Thus we embrace the vast economic costs from lost
working hours, health-destroying particulate pollutants, climate-wrecking
carbon dioxide emissions, stress, noise, and the blockading of emergency
response vehicles.

Look on our Works, ye Mighty! What an indictment, those long lines of
motorists—thousands upon thousands, glum-faced behind their steering
wheels, honking and swearing at one another, inhaling each others’ exhaust
fumes, each one by his very existence making life a bit worse for everyone



else. Every day, twice a day, year in and year out!

And then, my friends, reflect on the fact that we've named ourselves Homo
sapiens, “wise human”. Well, actually, the full name we've given ourselves is
Homo sapiens sapiens. Really. “Hello ancient alien megaminds who've
crossed intergalactic voids in search of fellowship and peers—welcome to
your new housemates: behold how we've organized our traffic flow, how
we're simultaneously ruining both the planet and our own health; harken the
honking of our horns as we sit through our collective catalepsy. Do come in
and let us tell you what’s what. We are The Wise Wise Human. But you can

“Man, proud man,

Drest in a little brief authority,

Most ignorant of what he’s most assured,

His glassy essence, like an angry ape,

Plays such fantastic tricks before high heaven
As make the angels weep; who, with our spleens,
Would all themselves laugh mortal.”’66

Impact *

Sorry, I appear to have triggered myself. Let us proceed. There are some
more examples of preferences whose satisfaction would be elusive in utopia.

Consider the desire to play an important causal role that saves our
civilization from calamity or “bends the arc” of the moral universe toward
justice and reconciliation. For those burning with such aspirations, the
present may be a time like no other—a historical moment that is perhaps
uniquely rich in opportunities for consequential action. Any later and more
“utopian” era, in which everyone lives in peace and prosperity, where all the
boss monsters have been vanquished, may not offer such fertile soils for the
cultivation of glory and impact as are now to be had whilst the fate of
humanity is still being decided.

Purpose *



While closely related to impact, purpose might nevertheless merit its own
category. There is a distinction between having a big impact and having a
strong purpose. For example, suppose that one day some men in suits place
a briefcase in front of you on your desk. They open it, and inside there is a
device with two buttons. One button is labeled “devastate the world”, the
other is labeled “bring about utopia”. The choice is yours. In this scenario,
your life clearly has enormous impact; yet it might be largely devoid of
purpose—something which may require a more ongoing engagement and
exertion. I won't say more about purpose here, as we will discuss it in greater
depth later in these lectures.

Novelty *

If any of you have the desire to be the first to discover some fundamental
truth about the universe, chances are that you've been scooped. Somewhere

Einstein has already discovered whatever it is that you will discover.67

But even if you have the more modest goal of merely being the first in our
civilization to discover some important new truth, this too will become
leave our own intellects far behind, and also because, increasingly, the most
important fundamental truths will already have been discovered. (We'll say
more on this later.)

You will need to content yourself with finding smaller (or merely locally
significant) epistemic truffles. As a special treat, for rare occasions, we could
have patches of ignorance deliberately set aside in order to give later times
the opportunity to make an original discovery—original, that is to say,
within Earth-originating civilization or some branch thereof. Little
mysteries lovingly preserved in jars. A precious and nonrenewable resource.

The desire to be the first to make a discovery (or an invention or a creation
of some sort) should really be classified as a preference for a positional good:
the slot of being the pioneer is a sort of position in the relevant sense.
However, it is also possible to have a preference simply for novelty within
one’s own life—to be experiencing things or doing things for the first time:



first steps, first day in school, first love, first graduation. These are non-
positional goods, in the standard terminology.

While there could be an unlimited number of firsts, there may not be an
unlimited number of very significant and attractive firsts. We don’t see much
that is desirable in the first time of needing to take off one’s glasses to read
the small print on a label, or the first day that one is unable to climb a flight
of stairs unassisted. Nor—if we stipulate that aging is abolished—would
there seem much cause for celebration in the first time of having flossed
ones teeth a pandigital number of times (an achievement that would be
most fittingly marked not by a plaque but by its absence).68

Saturation *

For people with limited ambitions there’s another kind of limit to how much
more satisfying things could get. Namely, if you only want a few simple
things, then, once you get those things, youre maxed out—at least as far as
preference-satisfaction with respect to your current preferences is
concerned.

This point can be generalized somewhat. For instance, instead of looking
only at your preferences, we could also look at your needs, or your potential
for development. If your needs and your potential for development are
limited, then so too is the opportunity for improvement along those
dimensions.

Even if there is some preference you have, or some need, or some potential,
which doesn’t have any limit, so that progress with respect to it has no upper
bound, we can still question how much things could improve for you overall
once most of your preferences, needs, and potentials have been fully
saturated.

For example, let us suppose that somebody wants a simple cottage in the
countryside, a loving spouse, and a violin, and that he also has a preference
for expanding his bottle cap collection without limit. Then, once he has
achieved the cottage, the spouse, and the violin, the room for further
improvement might not be great. Technically speaking, hed continue
making incremental gains every time he collects another bottle cap; but



those gains would be small and would not make him much better oft.

There are two reasons why this person would be leveling oft:

1. While he continues to make gains with respect to bottle cap
collecting, this represents progress only within one narrow
department of his total welfare function. The other departments
(house, marriage, music) have stagnated.

2. The potential for improvement due to increases in the bottle cap
collection has to be parceled out over all the possible sizes of that
collection. Going from one cap to two caps might be a fairly big deal
to him. But going from cap number 164,595 to cap 164,596?
Conversely, if a one-cap increment matters as much even when he’s
already collected 164,595 caps—if an additional cap matters equally
much when his collection is that big as it did when he only had ten
caps—then the step from 1 to 2 caps wasn’t really so significant after
all: no more significant than the barely noticeable change from
164,595 to 164,596.

One could argue that, of these two reasons, the second is the more
important. Even if his interest in collecting bottle caps has only a small
weight in his overall welfare function—even if it is weighted, let’s say, only
1% or 0.1% as heavily as his other interests—it would still provide a way for
him to grow his utility indefinitely if in itself the cap-collecting were not
subject to diminishing returns. Maybe he needs to add 1,000 bottle caps to
his collection to increase his utility by one unit: but, hey, he could be
collecting millions or billions of bottle caps in utopia. By contrast, even a
factor that is weighted very heavily (up to and including the point where it
constitutes 100% of what he cares about), gains in that factor would
eventually cease to make significant contributions to increasing his utility if
the factor itself tops out at some finite level.

Moral constraints *

So, that’s it... No wait, there’s one more possible kind of limit that we ought
to mention. We can have a phenomenon that is analogous to the prudential
barriers that I mentioned earlier, except that the obstruction arises from



ethical rather than epistemological factors, and so we may regard it as an
axiological limitation of utopia, deriving from the internal nature of our
values, rather than as an external constraint.

The idea is that there could be outcomes that are feasible in every other way,
and are highly desirable, yet which are impossible for us to achieve morally.

This is easiest to see if we consider an ethical system that includes
deontological principles. For example, some people might hold (incorrectly,
in my view) that there is an absolute moral prohibition against using genetic
engineering to enhance human capacities.6? Let us suppose that a similar
prohibition would apply to any other technology whereby comparable
outcomes could be achieved (perhaps on grounds that they would all involve
“playing God”). Then it could be the case that even though the outcome
where humans or posthumans enjoy happy lives with enhanced capabilities
would be preferable to the present world—and perhaps to any alternative
future—yet no morally permissible path to this superior outcome lies open
to us.

The same kind of moral impasse could also arise according to a purely
consequentialist ethic, in a way that is even more closely analogous to the
case of prudential barriers. We might reach a situation in which there is
some ineliminable risk in taking a certain step that is necessary to reach the
maximal utopia. The risk might be small enough that from a prudential
perspective—insofar as we are only considering the pros and cons to
ourselves, or to all currently existing humans—the benefits outweigh the
risks; so that there is no prudential barrier. Yet if we consider a wider set of
pros and cons—such as the possible prevention of the birth of future
generations, or potential harms to extraterrestrial or other nonhuman
beings—the risks outweigh the benefits; so that there is a moral barrier. In
this case, the barrier results from a combination of unfortunate ethical and
epistemological circumstances: the step, we can assume, is in fact safe, and is
worth taking insofar as our self-interest is concerned; yet it is morally
impermissible because we are unable to know that it is safe with sufficient
certitude to reduce the risks to other stakeholders to an acceptable level.

Or an alternative simpler possibility: perhaps it might be morally



impermissible for us to use any resources to build a utopia for ourselves
because the same resources could instead be used by others who have a

stronger moral claim to them. (E.g. “superbeneficiaries’, or greater powers?
70)

I think, in this context, the distinction between the dictates of ethics and
those of prudence can become a bit blurred. But either could, in principle,
dissuade us from collectively taking the path to utopia. At an individual
level, too, we may have our stop signs or places where we get off the bus—
perhaps on spiritual grounds or for religious reasons.

I don't think concerns of these types are purely hypothetical. But I hope they
are not decisive, and that a path can be found.

Metaphysics

So much for axiological contours. What other boundaries can we identify
for the space of utopian possibilities? Weve so far looked at what
technologies are available at technological maturity, amounts of resources
available, and possibilities of persistent coordination problems, prudential
barriers, and limits arising from the nature of our values. The next category I
want to point to comprises constraints arising from metaphysical facts.

For example, suppose that you want to create a so-called “philosophical
zombie”, or “p-zombie”. This would be a being that is physically identical to a
normal human being, and which consequently behaves and talks exactly like
a human being, yet is not conscious. There is a debate in the philosophical
literature whether p-zombies are truly conceivable, and if so whether they
are possible in other relevant senses. Many philosophers—especially
amongst those of the computationalist ilk—maintain that p-zombies are
metaphysically impossible. Others, even if they admit that p-zombies are
metaphysically possible—and this would include most dualists—maintain
that they are nomologically impossible (meaning that whatever psycho-
physical bridging laws there are preclude the creation of p-zombies in our
universe). If one of these philosophical views is right, then even if a desire
for p-zombies is conceptually coherent, it would be impossible even for a
technologically mature civilization to create any.



This kind of blockage could extend more widely than merely preventing the
creation of unconscious beings that are physically identical to normally
conscious human beings. It might also be metaphysically impossible to
create beings that are sufficiently generally intelligent or that are able to pass
sufficiently rigorous forms of the Turing test without thereby also making
them have conscious experience.

(You've all heard about the Turing test, right? Good.)

If these things are metaphysically (or nomologically) blocked, then there
would be certain conceptions of utopia that could not be realized. For
example, it might have been convenient to have been able to create entities
that are indistinguishable from ordinary humans yet are not conscious, since
that would, arguably, have enabled us to sidestep certain moral
complications. Think of how much more challenging the work of an author
would be if the characters in her novels, simply by being imagined by the
author or the reader, were thereby themselves actually coming to experience
phenomenal states. That could make it morally impermissible to write
tragedies and tales of woe.

We can think of other metaphysical facts, besides ones related to
phenomenal experience, which could similarly complicate utopian
constructions. For example, we have the notion of moral status (aka “moral
standing”, or “moral patiency”). This is the idea that certain beings have
properties that make them deserving of being treated with moral
consideration for their own sake: their well-being, interests, preferences, or
rights ought to be taken into account in our decision-making and
judgments, and they ought to be treated not simply as means but as ends in
themselves.

Philosophers have developed various accounts of what endows a being with
moral status.Zl In some of these, consciousness (or the capacity for
consciousness) is not a necessary condition for having moral status. While
having a capacity for suffering is generally acknowledged to be a sufficient
condition for having at least some form of moral status, there might be
alternative attributes that could ground moral status—such as having a
sophisticated conception of oneself as persisting through time; having



agency and the ability to pursue long-term plans; being able to communicate
and respond to normative reasons; having preferences and powers; standing
in certain social relationships with other beings that have moral status; being
able to make commitments and to enter into reciprocal arrangements; or
having the potential to develop some of these attributes. If moral status can
be based on any of those traits, then there would be an additional class of
beings who could not be brought into existence without thereby also
bringing into effect moral responsibilities which may constrain how these
beings may be used or treated.

Other types of metaphysical or nomological facts that limit the range of
utopian visions that are realizable, even in principle, have to do with the
conditions of personal identity or with the connection of certain kinds of
experiences and the subjective experience of effort. We will be returning to
those issues in later lectures, so I won't elaborate further on that now.

What machines can’t do for you

The final set of limits that I want to talk about today are limits to
automation. These are relevant in several ways. Viewed from one side, they
could be seen to restrict what we are able to achieve by way of outsourcing
tasks to machines. Viewed from the opposite site, the same limits also
determine what tasks remain for us to do. The latter is important insofar as
we are concerned with the purpose problem that Gates and Musk were
referring to. We'll return to this tomorrow, but I just wanted to put it on the
table that automation limits can—paradoxically—present challenges for a
utopian vision in both of these ways: by not letting us offload our workloads
to machines, so that we have to keep carrying these burdens ourselves; or by
letting us offload our workloads to machines, so that we become useless and
unemployed.

Aside from its bearing on this dilemma, we might also simply be curious
about the question about which if any jobs will remain for us to do in the
future (if things go well)—and whether Keynes’s prediction of a 15-hour
work week will come to pass, or perhaps some even more extreme condition
in which we do not work at all.



I first want to get one preliminary point out of the way, which is that people
sometimes underestimate what is required to fully automate a job.

For example, somebody might look at a DJ and say: “We already have the
technology to automate that. We can program a track list which plays
through the course of an evening, without requiring any human
intervention.”. Having made this statement, and then observing that human
DJs are in fact still being employed, they might draw the conclusion that

even when jobs become automatable, they will still, in many cases, continue
to be performed by humans.

But why? Maybe it’s because customers prefer the services of a human being,
when they can afford it. Or they might say something along the lines of:
“Well, the automatic DJ could do the job, but, you know, it just isn’t the same.

There will always be something, that unique human touch, that no machine
can ever quite replicate.”

I think that even though this reasoning might reach something close to the
right conclusion, the way it gets there is rather too hasty. We can gain more
insight and build more precise intuitions (which will be useful later) if we
slow down and examine things a little more carefully.

Consider a record player with the programmed playlist, something we can
easily build today. Is it really able to do the same job as a D

exactly. A good club DJ will, for example, use expert knowledge of a music
genre to select tracks that work well together and that are suitable for the
occasion. He or she can adapt the selection in real time, reading the crowd
and deciding when to build it up and when to take things down, and when
to drop a banger. He can prance around behind his blinking equipment and
look busy; he might do shout-outs and announcements. He will exude
contagious positive energy. He might mingle with the crowd and turn up at
potential guests that it will be a big night, thus serving as a beacon for
everyone who is into that particular scene and who wants to party with like-
minded others. Given the comparative shortcomings of the record player in
all these regards, it is not surprising that there is still demand for human
DJs. However, unless these shortcomings remain in place at technological



maturity, this tells us nothing about the ultimate prospects for human
employment.

And it is clear that many of these shortcomings will be overcome with
sufficiently advanced technology. A robotic disc jockey will be able to select
a suitable track list, will be able to read the crowd and respond appropriately,
and will be able to dance and look busy. It will also be able to attend
afterparties, chit-chat with the guests, and even make or respond to
romantic overtures—why not? In principle, it could also acquire a reputation
that would allow it to serve the signaling function of a celebrity DJ.

We can make the same points about many other professions. That of a
shrink will have superior empathy and psychological insight and ability to
adopt the therapeutic stance, and it would be able to remember every word
the patient utters. It might have learned from millions of previous
encounters and have accurate knowledge of what works and what doesn’t.
Thus it would know just exactly how to listen and how to respond. It would
use the right tone of voice, the right facial expression, the right body
language. If imperfections improve the patient experience, it would even
have just the right kinds of imperfections—nothing over-smooth or
uncanny about it, the way such a thing would tend to be portrayed in a
Hollywood movie. It would simply be really very excellent at acting as a
therapist.

I'm saying all of this to make sure that when we try to look at the ultimate
limits to automation, we picture the correct case—one where we actually
have the full range of affordances of technological maturity. These include
the ability to build robots with the panoply of cognitive, manual, and
presentational facilities of a superb human practitioner. And of course they
extend far beyond that.

So let us ask: at technological maturity, is there anything that cannot be done
better by machine?

Sentience and moral patiency? *

Regarding the therapist and the



these contexts is not only the external behavior (even in all its subtleties, as I
described them) but also the inner experience that a human practitioner
would have when performing these tasks. A client might want not only that
her therapist expresses sympathy, but that the therapist actually feels
sympathy. The raver might want the DJ to actually be enjoying the music, not
only acting as if it did.

As you see on Handout 2, I have listed the construction of robots and digital
minds with conscious experience among the affordances of technological
maturity. This is more or less a corollary if we assume computationalism and
that humans are conscious and that the other technologies on the list are
feasible. 'm not going to lay out the case for a computationalist theory of
mind here, since you can find many discussions of this in the literature. In
fact, we could significantly weaken the assumption of computationalism and
still get the conclusion that it will be possible to build artificial sentient
minds.72

for example, being more immersed, phenomenally, in the moment than a
typical human counterpart, who might occasionally find their thoughts
drifting off to what they are going to do when they get home.

But there is a terminological question that arises here. If a job is outsourced
to a sentient robot, would we really want to say that it has been “automated”?
Would this not be more akin to a scenario in which we had given rise to a
new person, born with special talents, who grows up and becomes a master
of the profession, allowing its previous practitioners to retire? It would not
seem apposite, in that case, to say that the job had been automated. Nor is it
easy to see why the fact that the new worker was maybe made out of silicon
and steel rather than organic chemistry should make an essential difference
here; nor the fact that it might have been conceived in a factory rather than a
bedroom; nor the fact that its childhood might have been abridged; nor that
its features were, to a greater extent than might be typical for human beings,
the result of a deliberate design process rather than chance and inheritance.

If the sentient robot were owned by somebody as property, perhaps that
would increase our inclination to say that the tasks it performs had been



automated? But, arguably, that would be like saying that a slave society has
“automated” the tasks performed by its slaves?

I think that, depending on exactly how the robots were constructed, there
could be profound ethical differences between the case of human slavery
and the case of sentient machines that may be owned by humans and used
to perform tasks. These differences might be fundamental enough that it
would not be appropriate to refer to the sentient machines as “slaves”
Perhaps new terms will need to be introduced to designate these cases: not
automation, not slavery, but some novel third category.

I don’t want to get mired in the terminological question here. Let’s suppose
we accept the view that sentient labor is not “automatic” Then we can
immediately identify two ways in which our ability to automate could be
limited.

One is if there are some products or services that customers prefer be done
by a sentient being. The MD and DJ jobs are possible instances—maybe

some people simply prefer that the entity they are dealing with consciously
experience the interaction. Then these jobs cannot be fully automated.

The other way in which our ability to automate could be limited is if there
are certain behaviorally specified performances that cannot be achieved
without generating conscious experience as a side effect. For example, it
could be that any cognitive system that is capable of acting very much like a
human being across a very wide set of situations and over extended periods
of time, could only do so by performing computations that instantiate
phenomenal experience. I'm not at this point taking a stand on whether this
is indeed the case. But if it is, then a second limit to automation is that there
could be demand for certain complex behaviors or interactions the
performance of which necessarily generates sentience; wherefore, if we do
not count sentient processes as automatic, the jobs requiring these
performances could not be fully automated.

Everything I've said here of sentience could be said, pari passu, of moral
status. This is relevant if sentience is not a necessary condition for moral
status. For example, if some non-sentient forms of agency are sufficient for
moral status, there might be jobs (e.g. executive positions that require



flexible goal-seeking in complex environments, but perhaps many other
roles too) that could only be performed by systems that have moral status.
And if delegating tasks to systems that have moral status doesn't count as
automation, then again we have here a limit to the possibility of automation.

It is important to realize, however, that even if there are some tasks that can
only be performed by sentient labor, or by labor that has moral status, this
would not imply that there would be any work left for humans to do. For
those tasks might instead be done by nonhuman artificial systems that are
sentient or have moral status. Such “machines” (I don’t think itd be wrong to
call them that—they would be high-tech engineered robotics and
computing) would be far more efficient than we are, not only at producing
functionally or behaviorally specified outward performances, but also at
generating subjective mentality and at instantiating a wide range of moral-
status-grounding properties (if those things are what is demanded).



HANDOUT 4
JOB OPENINGS

[Source: Orphan work.73]

Many listings... but do you have the necessary qualifications?

What other potential limits to automation are there?

Regulation? *

Governments might prohibit the use of automation in some sectors, or tax it
so heavily that human labor remains competitive, even at technological
maturity.

Of course, when I say “remain competitive’, I mean that hiring a human to
do the job would be efficient given the regulations. The regulations
themselves may well be inefficient, reducing total economic output
compared to a more laissez-faire regime. The greater the technological
advantages of the machines, the larger the cost of preventing their use.



It is plausible that some jobs are already protected from automation by an
implicit legal requirement that they be performed by humans. Although this
is as yet mostly untested by courts, one possible interpretation of laws
currently on the books is that only humans—but not equally qualified
intelligent machines—may serve as legislators, judges, notaries, executive
officers, trustees, corporate board members, guardians, presidents,
monarchs, and in other similar legally or constitutionally inscribed roles.
However, laws could be changed. Unless there were some reason to preserve
some of the jobs may not be fundamentally any more immune to
automation than those of telephone operators and travel agents.

Status symbolism? *

Some important personages surround themselves with an honor guard,
whose job is to look respectful and impressive. High-end hotels, similarly,
may post uniformed men outside their main entrances to make their guests
feel important. These functions would not be well served by mannequins,
even if they were dressed up and made to look fairly real.

Our human ability to curtsy and bow might in fact be the attributes that will
prove most resistant to automation. The mannequin may be given the
cybernetic ability to doff its hat in salute when a patron approaches;
however, at least once such a device ceases to be a novelty item, many
customers may prefer to be attended to by human staff. And one possible
reason for this (we’ll mention some others in a moment) is that a human
flunky may be a status symbol in the way that a robot would not be—even a
robot that was functionally equivalent in its appearance and its capabilities.
It is not even necessary that there be any easy way to tell the difference. The
human identity might be ascertainable only via expert certification, but it
could still be an important determinant of value, just as an authentic
artwork by a master is worth a lot more than a nearly indistinguishable
replica—perhaps because it is more prestigious to own the original than the

copy.

Since only human beings can produce “goods and services produced by
human beings”, humans could remain economically competitive in sectors



of the economy where such status considerations are important.

The topic of status came up earlier, when we were discussing limits to
growth. There the point was that there are limits to how much status can be
produced. Here the point is that some forms of status-production require
human labor.

Status games might change in the future, and different things might become
carriers of prestige. Even if that happens, however, it is possible that some of
the things originally valued for their ability to confer status will remain
valued because of a kind of volitional inertia (in what I'll later describe as a
process of “intrinsification” of values).

Solidarity? *

Consumers are sometimes willing to pay more for goods that have been
produced by members of some favored group, such as compatriots,
indigenous people, local businesses, “fair trade” producers, celebrities, or
manufacturers with whom the buyer has a personal or cultural relationship.
Conversely, production processes such as sweatshops, factory farms, and
mechanized mass production sometimes lower the market value of the
goods they create. Why is this? Sometimes a price premium reflects a
perceived difference in the intrinsic quality of the product—but in the case
that we're considering, this factor would rather work in favor of automation,
since human-made products would be objectively inferior. Another possible
reason has to do with status motives, which we just discussed. But it is also
possible that the preference for certain kinds of producers is based on a
sense of solidarity. You might patronize a particular vendor partly in order
to promote them or help them in some way, economically or otherwise. If at
least some future consumers want for there to be work for humans, they
might pay enough extra for human-made goods and services to make them
competitive with machine-made alternatives. (We will revisit this possibility
in a later lecture, under the rubric of “the gift of purpose”)

Religion, custom, sentimentality, and peculiar interests?

I apologize for the hodgepodge composition of this category, but I need



somewhere to deposit a bunch of items which maybe we can organize better
at a later time. Their common denominator is that they exemplify how
people may have a preference that certain tasks be accomplished by humans,
not because the human way is more statusful nor for reasons of solidarity,
but because of a more directly constitutive relationship between what is
being demanded and the human effort that could be going into meeting the
demand.

Religion: Maybe a robot cleric would be no good, even if it were capable of
the same speech and behavior as a human—and perhaps not even if it were
endowed with sentience.

Custom: A ceremony or tradition, which people may want to and have
reasons to uphold, might call for the performance of certain rituals
specifically by human practitioners.

Sentimentality: A child’s work with crayons may be especially dear to its
parents, precisely because it was their child who made it. This little labor
might be harder to automate than the work of a neurosurgeon or a
derivatives trader. Peculiar interests: Consider a professional athlete. People
may prefer to watch humans (or hounds and horses) compete, rather than or
in addition to viewing sports played by robots, even if the latter were more
skilled and physically superior in every way.

Trust and data? *

There are a couple of more practical sources of potential human advantage
that may also result in continued demand for human labor. They relate to
epistemic constraints which might persist even into technological maturity,
although perhaps they will eventually yield to the passage of time and the
accumulation of experience and insight.

it might not be possible for us to know that this is so. For tasks in which
trust-worthiness is of the essence, we may prefer to have them done by a
tried-and-true human official, or to do them ourselves, rather than to
delegate them to relatively novel and unfamiliar artificial systems. In high-



stakes decisions, it can be worth accepting extra costs and a reduction in
speed and efficiency for the sake of greater assurance. Some jobs that involve

In principle, mistrust could limit the uptake of automation no matter how
capable and efficient machines become. It seems plausible, however, that
trust barriers will eventually erode, as artificial systems accumulate track
records that rival or exceed those of human decision-makers, or as we
discover other ways to verify reliability and alignment. In time, machines
will probably become more trusted than humans.

Another way in which humans might have an epistemic advantage is as
general knowledge, but it is possible that we will still have something to
contribute when it comes to information about ourselves—about our
memories, preferences, dispositions, and choices. We have a kind of
privileged access to some of this information, and one could imagine
humans getting paid for conveying it to the machines, by providing verbal
descriptions or allowing ourselves to be studied.

Again, this opportunity to make a living as primary sources of data about
human characteristics might be temporary. There tends to be diminishing
returns to data about a given system, and a growing amount of data might
also end up in the public domain, reducing the value of additional data
of human beings that they need little or no additional input from us to be
able to predict our thoughts and desires. Not only might they know us better
than we know ourselves, they may know us so well that there is nothing we
could tell them that would significantly add to their knowledge.

may find to be more consistent and predictive than our own snap judgments
about which decisions would be in our best long-term interest (or about
what we ourselves would have decided if we had put in the time and effort to
carefully reflect on the options in light of all the relevant facts).

Even the onus of making decisions about what we want may thus ultimately
be lifted from our shoulders.



And then, do we just—waft away? =

See you tomorrow!

HANDOUT 5
POTENTIAL IMPEDIMENTS TO AUTOMATION

Sentience and moral patiency

Regulation

Status symbolism
Solidarity

Religion, custom, sentimentality, and peculiar interests
Trust and data

Impossible inputs

Kelvin: It says here on Handout 2: “arbitrary sensory inputs” But I don't
think that’s correct. There are certain possible inputs that it would be
computationally intractable to produce. For example, consider a large screen
that shows a sequence of a thousand digits. Each such sequence corresponds
to at least one possible visual input. But even a technologically mature
civilization could not produce a screen displaying the first thousand digits of
Chaitin's omega number, or the first thousand digits of nAnATATTA .74

Firafix: Because it would require more computations than could be done
within the lifetime of the universe?

Kelvin: Way more.

Tessius: What a shame. I will never get to stare at the first thousand digits of
Chaitin’s omega number.

Kelvin: There might be more morally relevant inputs that would also be
infeasible to compute.



Tessius: Even if I were presented with the first thousand digits of Chaitin’s
omega, I would never be able to verify that this was indeed what I was
looking at, right?

Kelvin: If it were not the correct number, you might eventually be able to
discover that it was not the correct number.

Tessius: Unless the people generating the number had substantially more
computing power than I do.

Kelvin: Right. But there are other number sequences that are hard to
generate but easy to verify. Like the factorization of some 1,000-digit
composite numbers. We could construct an example along those lines,
where the visual input is the full number followed by its factorization.

Firafix: Gentlemen, may I interject—Kelvin, you must be warm in that
jacket?

Kelvin: I wouldn’t mind changing into something more comfortable.

Firafix: Here is the plan. Kelvin and I found a hill with nice grass yesterday,
and we were going to go there again this afternoon and read. Why don't we
all go there together so we can continue the conversation, and we can swing
by Kelvin’s place on the way.

Kelvin: A good plan.

Tessius: We can criticize both before and after dinner. I was wondering how,
at a more fundamental level, we should be thinking about the nature of
sensory inputs in this context. I mean, when you are recalling something
from long-term memory, might we not regard that, in some sense, as a kind
of “internal perceptual input”? except that your sensory organ in this case is
not looking outward at the surrounding visual environment, but inward at
an internal neuronal environment. But if in one case you are looking
something up in a notebook using your eyes, and in the other case you are
looking something up in your long-term memory bank, is that really at a
deep level so different? I mean, especially if the operation takes place outside
consciousness? So whereas the extended mind thesis says that some
extracranial elements of the world should be regarded as parts of our minds,



maybe from an axiological perspective we should also go in the other
direction and say that many parts of our minds are not really part of “us”?
And then the question is, the part that is us: how big and complex is that
part, really?

Firafix: May I suggest we start moving?

Feodor the Fox

Epistle XIII

Dear Uncle Pasternaught,

I pray this letter finds you in good health and in good spirits. This will be a
brief update. I hope to write to you again soon at greater length.

The recent days have been amongst the busiest of my life. We've been taking
full advantage of the bumper forage of the season, which, having been
worked on since last year by a near-perfect combination of sunshine, rain,
and temperature, is now emerging as a real masterpiece. I've certainly never
seen anything like it; I wonder if you have?

We've been laying up a stockpile, a surplus of resources we hope will not
only tide us over the winter but also help fund some of the extra expenses
that we expect to incur in connection with our explorative activities. I will
confide in you that I feel that in this one respect, Pignolius, otherwise such
an excellent companion and gracious host, is not living up to his full
potential. Despite his greater size, he has contributed less to the stockpile
than I have—chiefly due to his tendency to consume whatever he finds. He
has a saying, “the best larder is a fat belly”. Yes, but how are you going to pay
people with your fat belly? For example, the raven that we sent to obtain
information from Rees the Weasel—she was paid with rowanberries that I
had collected. Incidentally, I think we got the better end of that deal, as the
berries were pretty sour (which possibly could be the reason Pignolius
hadn’t eaten them).

Porcelain, for her part, has scarcely contributed either—though with better



excuse, as she has just given birth to decuplets.

But these are trivial vexations; what's important is the news the raven
returned with. It appears that the finite-origin hypothesis has significant
support. Moreover, the timescales involved, although very long, are not so
enormous as to completely squash all hope. I can't tell you how excited this
makes me. The mere existence of hope is an elixir, and its potency seems to
be almost independent of the probability of a successful result, which I
understand in the present case remains low. But not zero, and that’s all I
need to know. There’s a world of difference between nothing and something.
Even if the something cannot be seen or felt, even if it be far away and
elusive, it can be pursued. And having a pursuit gives me a sense of meaning.

As always, your most deeply indebted nephew,
Feodor

Epistle XIV

Dear Uncle Pasternaught,

The first snow fell yesterday—1I guess you got it too?

For us, this means that the period of material accumulation is completed.
We are now shifting our efforts from the physical to the intellectual.
Hopefully we have enough supplies to survive the winter, and we're
intending to get as much research done as we can, before the famine
becomes too severe. We are about as well-stocked as we could have hoped at
this point, even accounting for Pignolius’s recently increased brood.

“Research,” I hear you ask, “what research?”. It’s a little hard to explain at this
stage, but we intend to apply a systematic approach to the problem we
confront—the problem of finding some path that leads out of the current
condition and into some much better condition. Away from “red in tooth
and claw” and toward—what exactly? I don’t know. But I can imagine a
range of alternatives that would be preferable to the present condition, with
less suffering and more opportunity. The practicality of these alternatives
remains very much in doubt, of course, but that is what we are intending to
explore.



We already have some ideas which we've talked about during the occasional
brief moment of rest, and which we now mean to investigate with focus and
energy. I wish I could take credit for some of these, but in truth they derive
their origin almost entirely from my friend’s formidable mind. However, it
does appear that my conversation and my questions, for all their fumbling
naiveté, have a stimulating effect on him, for he tells me he’s been getting
more ideas than usual in the time since my arrival.

I can also flatter myself for having been able to educate him on a few points
of fact. For example, I was quite surprised when I had to inform him that
thinking is happening in the brain! He had thought it was in the stomach, a
misconception that is apparently widely held among the swine.

Of course, I have also learned a great many things from him. This made me
wonder how much knowledge there actually is out there. Without any
method of combining what different communities have discovered, not only
do we not know much, we don’t even know what we know.

Could one build something to solve this problem? What would it look like?
If it worked, would it cause the world soul to wake up?

But it’s getting late, and I should cease subjecting you to the rambling
lunacies of my over-excited but over-tired mind.

Goodnight,

Your most indebted nephew,
Feodor

Epistle XV

Dear Uncle Pasternaught,

Thank you for the updates. I am always curious for news from the home
front.

Regarding Rey and his hijinks, well, what can one say? I certainly
understand the complaints of those who are left having to do the “cleaning
up” afterwards. Yet (between you and me) I cannot deny a sense of vicarious



pride whenever I hear of his exploits. For all his contumacious antics, he is a
bright spark—and it’s not as if this world has any deficit of earnest gloom. At
least, if we take a family average, it balances out some of my own morose
tendencies. But don't tell him I said this!

Over here, the domestic situation has taken an unexpected turn: Porcelain
has left, taking the piglets with her. When I learned of this, I was initially
alarmed, thinking my presence had caused a strain in their marital relations.
I was preparing to take my own leave, to create a space for her to return. My
heart was low, because I felt that Pignolius and I were just beginning to
make progress, and now it would have to end before we got a chance to see
where it might lead—and who knows how long itd be until we would have a
chance to work together again.

Imagine then my relief upon learning that not only was I not the cause of
her departure, but the development did not even indicate a deterioration in
their relationship. Porcelain had simply gone to spend some time with one
of her sisters and a friend, who both have also just brought forth litters, in
order for the three of them to pool their maternal moil. Apparently she has
done this before, and Pignolius assures me it is not an issue.

It may not be an issue for him, but should not the father be present to help
provide for his children? I raised this issue with him, feeling somehow
obligated to do so; though in honesty I was rather hoping in this case that I
wouldn’t be too persuasive.

Well, I needn’t have worried. His reaction was peculiar. He looked at me first
for several seconds sort of in disbelief, and then there came from his throat a
kind of gagging sound, and I realized he was trying to suppress a laugh. “Is
that what they do in your species? The daddies stay at home and take care of
the young?” He was now rolling on the ground in uncontrollable
convulsions. “Papa papa bring us the milk!” I didn’t think it was at all funny,
but I said nothing. I know that different kinds of animals have different
practices, so one must not be too censorious.

So anyway, now its just the two of us. Or should I say the three of us?
Pignolius, me, and our great task.



Your most indebted nephew,
Feodor

Epistle XVI
Dear Uncle Pasternaught,

I mentioned one or two letters ago how I'd been struck by the fragmentation
of knowledge. Things known to foxes are often unknown to pigs, and vice
versa. Worse, one group of animals may be completely unaware of important
insights that are commonplace among another group of conspecifics living
on the other side of a hill or across a river, just a few leagues away. This state
of affairs seems very inefficient.

It made me wonder whether we might not be able to produce intellectual
progress most simply by connecting these separate reservoirs of knowledge.
I wasn’t thinking that we would become itinerants, although I did permit
myself some pleasant moments of daydreaming about the romance of such
an existence—traveling from place to place, learning and teaching as we
went, experiencing as much of this world as is possible in one life... But no,
it would not do. It would not be a solution. The impact would be too small
and too ephemeral. One or two individuals could visit a few communities
(realistically only one person would be doing this—I can't see Pignolius
being interested in any career that would take him away from his mud pool
for too long), and this would continue for a few years at most, until that
person died. And then everything would go back to being as it was before.

But, I was thinking, if one could create a durable and scalable system for
sharing information, then the potential could exist for a more lasting and
transformative impact. For example, you could imagine hiring birds to serve
as rapid messengers. If they were crows or ravens, they could even serve as
information-gatherers and teachers. You could employ smaller birds, such as
finches perhaps, to enter communities where the corvids would not be
welcome; and the finches could carry simpler messages back and forth
between the locals and the larger birds. Then you could have more central
hubs where there might be colonies of pigs, and individuals such as Rees the
Weasel, where the learnings would be collated, interpreted, and useful



lessons extracted for dissemination back out into the communities.

Many variations and elaborations of the basic idea occurred to me, which I
will not bore you with, because—as you will readily realize—they are pure
fantasy! They all suffer from the same fundamental flaw, namely, we don’t
have the resources to create them. Even if such a system somehow came into
existence, we would not have the resources to maintain it.

Well, we've only just started. More work is clearly needed.

Your most indebted nephew,
Feodor

Epistle XVII

Dear Uncle Pasternaught,

I've discussed the issue I mentioned in my last letter with Pignolius, at some
length. Unfortunately it seems that the problem generalizes. We can
conceive of various nice-to-haves, be they things or services to assist the
current forest dwellers, or systems that would enable progress to occur over
time. In fact, it is quite easy and fun to think up these ideas. But they all
require some kind of resource to create, operate, and maintain. The problem
is that we don’t have that. Nor does anybody else, at least not on a consistent
basis. There is no consistent surplus.

This is bad enough, but as Pignolius has taught me, the situation is even
worse. You can think of the lack of consistent surplus as a great wall that
prevents us from escaping our present condition. Pignolius points out that
beyond this inner perimeter there is another wall, even taller than the first.
Should we somehow be able to get over the first wall, we will be trapped by
this second wall. What would happen if a surplus were generated, he
explains, is that more animals would survive to adulthood, and they would
have more surviving offspring, and the additional mouths would eat up the
surplus. Then the improvement that we had introduced could no longer be
maintained, and we would be back to square one.

Now you might think that this situation looks pretty hopeless. But—ha ha—



it gets worse. Pignolius has realized that there is a third wall beyond the
other two. You see, even if we could somehow persuade some community of
animals to reduce their reproduction—which I think would be a very tall
order, basically impossible given the strong urges that propel us in the
mating season—well, even if we could do this it would still be to no avalil,
because now and then there would be defectors: some individuals would do
what they were not supposed to do and exceed their allotted quota of
progeny. With each generation, our community would have a larger and
larger fraction of its members being the descendants of quota-dodgers; and,
since dispositions are to some extent heritable, the moral character of our
population would degenerate. There would be more and more cheaters, and
more and more cheating; and soon even good people would start to break
the norm, since it’s hardly virtuous to be a sucker.

The surplus, and with that our improvement, would vanish into the sands of
time.

So we are triply doomed? Well, no. You see—here’s the clincher—there is yet
another wall beyond the first three. Ha! So were actually quadruply
doomed.

What is this fourth impediment? It is the fact, which is quite obvious to
anybody who has lived for more than a few weeks in this forest, that if our
local community somehow magically managed to create a sustainable
surplus, and we somehow managed to keep our numbers low and to avoid
any of us from defecting from this arrangement, what would happen is that
beasts would come in from the outside and grab our stuff. If we had food
laying around, they would take that. If we had land that was not fully
utilized, they would go and settle there. They would also eat us. If the
population density in our bubble were lower than outside, the external
world would push in, like a higher-pressure gas, until an equilibrium were
restored, which it would be only when our population density equaled that
of the surrounding areas.

This is what we've seen so far. If you asked me to bet, I'd wager, just based on
induction, that there is also a fifth wall, and perhaps a sixth, or even more.

Your indebted nephew and fellow inmate,



Feodor

Epistle XVIII

Dear Uncle Pasternaught,

Perceptive as always, you say you noticed a flippant tone in my last letter,
and wonder if there is something the matter.

I can reassure you regarding my physical condition, which appears to be
excellent. I mean aside from the fact that we are all in the process of dying
from aging and internal decay. Which I don’t think should be much cause
for concern, since we can look forward to dying before then from starvation,
disease, or by being torn apart in the jaws of some bigger brute. But aside
from those bagatelles, things are fine!

We have reached an impasse in our investigations. We can’t see a way past
the difficulties I've outlined; and yet there is much that we still don’t know.
Pignolius has a saying, which I chuckled at when I first heard it, but now I'm
clinging on to it for dear life, as if it were a precious reed and I were dangling
over a cliff:

“So long as there is ignorance, there is hope!”

Your indebted nephew,
Feodor

Epistle XIX

Dear Uncle Pasternaught,

There is not much to report. No progress has been made, but also no
progress is being made, so I might as well pause the less rewarding activity of
staring uselessly at the wall and turn to the more agreeable one of replying to
your letter.

Things at present appear relatively bleak. Pignolius observes that our
judgments about the merits of the world are mostly simply a reflection of



our own habitual mood—sometimes not even our habitual mood but how
we feel at the moment. This is counterintuitive. Yet when I reflect on my own
experience, I must admit he has a point. For example, I remember how
down I felt when I first arrived here, on that dark night a couple of months
ago—and how dramatically the outlook seemed to have brightened by the
following morning. What had changed? Certainly not the structure of the
world or its various balances and equations. Nor had I had any new insights
or received any new evidence. No, some sunshine and some carrots had
done what no philosophical argument could have accomplished: made the
world seem a somewhat cheery place again, albeit one that I could still see
had many serious problems. So I must concede that he is right.

Still, when I peer at the snowless winterscape outside, it is hard to avoid the
impression that the world is objectively depressed.

But enough of my ponderous ruminations!

I can’t think of an elegant segue, but I wanted to say that I'm glad to hear
that you managed to get the splinter out. I had actually started thinking
about whether one could design some kind of instrument that would make
this operation easier. Of course I didn’t think of the much better solution of
asking Irdie for help picking it out! So she has now managed to return some
of the favor you bestowed on her when she was a chick, whereas I continue
to remain, as always,

Your most deeply indebted nephew,
Feodor

Epistle XX

Dear Uncle Pasternaught,

My apologies for the long delay in responding to your most recent letter. I've
been putting off writing, in the hope that I would have something more
meritorious to write about, but this has not panned out.

The truth is that Pignolius and I have been spending the past fortnight,
every day from morning till late into the night, engaged in intense and



focused intellectual activity... playing a game.

That’s right, we've been “investing” our talents and accumulated surplus and
rare privileges into mastering a board game that Pignolius has invented.
Have we discovered an ingenious way to model the world and explore
different scenarios in a simulated environment, so that we can more rapidly
devise and test out different potential courses of action? No, we've just been
playing a game.

I might say, in our defense, that we were stuck anyway, so the opportunity
cost—especially with the current weather—was relatively low. I might also
say that the plan, insofar as there was one, was to spend maybe a couple of
hours doing this; but then things became a little addictive...

It is, at any rate, a quite agreeable way to spend time. Of course, Pignolius
beats me every time we play without a handicap; yet something inside me
wants to keep trying, a little feeling I have that if I just try a little harder
maybe next time I might win. I cannot deny that I am enjoying it.

Your indebted nephew,
Feodor

Epistle XXI

Dear Uncle Pasternaught,

I had the strangest dream. Pignolius and I were going for a little walk.
Suddenly, in a clearing just a few paces ahead, we see a lamb—from whence
it found its way there no one knows—and this little lamb has a really bad
case of the mange. It looks absolutely pitiful. Pignolius bolts from the scene,
whether from fear of infection or from the sheer horror of the sight. I know
I should do the same; instead I approach the lamb. Not to eat it, but to lay
my paws around it, to comfort it. I get closer and closer. Just as I reach out to
touch it, I wake up.

I don’t know what this means, but I feel like I must move. There is this large
body of water, only two days” walk from here. People call it “the sea”. Despite
the short distance, Pignolius has never been there, and he doesn't seem to



have any desire to go.

So I will go alone. I have a sense, which I cannot articulate or explain, that
there is something that I need to work out, and I need to spend some time
alone.

I won't be able to write to you until I get back. I don’'t know how long I will
be gone, but I want you to know that I am and remain

Your indebted nephew,
Feodor

Epistle XXII

Dear Uncle Pasternaught,
I am now back. I have been back for two weeks, and I'm sorry for the delay
in writing to you. I hope to write soon and explain more.

In the meantime, although I'm loath to impose on you even more, I need to
ask you for a favor: Would you please give the enclosed letter to Rey, if you
know his whereabouts? It is urgent.

Your now still more indebted nephew,
F
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WEDNESDAY

Full unemployment

Welcome back. Yesterday we talked about some different types of
boundaries. These are summarized in Handout 6.

HANDOUT 6
BOUNDARIES

« Cosmic endowment [Handout 1]

o Technological maturity [Handout 2]
 Coordination problems

e Prudential barriers

« Axiological contours [Handout 3]

« Metaphysical constraints

e Automation limits [Handout 5]

We've covered a good deal of ground in the first two lectures. Today I want
to return to the issue that sparked our investigations on Monday: the
“purpose problem” It is somewhat customary at this point, almost de
rigueur, to express concerns about the negative consequences that would
flow if the project of automation were really successful and we end up in a
condition of widespread or universal unemployment.

Well, then, let us express some concern!



If there is nothing or almost nothing that couldn’t be done better by
machine, then what would there remain for us to do? What would we do all
day in utopia?

Brawl, steal, overeat, drink, and sleep late
“Idle hands are the devil's workshop”, the saying goes.75

A somewhat more literal translation of the Biblical passage (Proverbs 16:27)
is: “A worthless man devises mischief”, which is quite different.Z6 Maybe the
worthless man needs to be given a fully loaded schedule to prevent him
from devising mischief, whereas a man of worth might be safe from
mischief-making even if he were placed in a condition of idleness? The latter
would use his freedom from externally imposed requirements in worthwhile
ways. He might engage in pious contemplation or find some other virtuous
application of his time and faculties.

However, even if it is true that idleness poses no threat to a good man, this
may be scant comfort, as we may wonder what fraction of men fall into that
category. If most men are worthless, we may be in for trouble even if there
are some individuals for whom idleness would be a blessing.

Keynes worried about what would happen once the strenuous efforts of the
moneymakers carry all of us along “into the lap of economic abundance™:

“There is no country and no people, I think, who can look forward
to the age of leisure and of abundance without a dread. For we
have been trained too long to strive and not to enjoy. It is a fearful
problem for the ordinary person, with no special talents, to
occupy himself, especially if he no longer has roots in the soil or in
custom or in the beloved conventions of a traditional society. To
judge from the behaviour and the achievements of the wealthy
classes today in any quarter of the world, the outlook is very
depressing! For these are, so to speak, our advance guard—those
who are spying out the promised land for the rest of us and
pitching their camp there”7Z



Similar concerns were voiced more recently by the eminent American jurist
Richard Posner in his critical review of How Much Is Enough?, a book by
Robert and Edward Skidelsky, in which they proposed reforms to the
current capitalist system to reduce its emphasis on growth and consumption
and make it easier for people to escape the rat race and to enjoy more
leisure.Z8 In response to these proposals, Posner wrote:

“The Skidelskys have an exalted conception of leisure. They say
that the true sense of the word is ‘activity without extrinsic end’:
“The sculptor engrossed in cutting marble, the teacher intent on
imparting a difficult idea, the musician struggling with a score, a
scientist exploring the mysteries of space and time—such people
have no other aim than to do what they are doing well” That isn't
true. Most of these people are ambitious achievers who seek
recognition. And it is ridiculous to think that if people worked just
15 or 20 hours a week, they would use their leisure to cut marble
or struggle with a musical score. If they lacked consumer products
and services to fill up their time they would brawl, steal, overeat,
drink and sleep late”72

So that’s Posner’s view of human nature—more pessimistic than that of the
Skidelskys.

How many of you have heard about Michael Carroll, also known as the
“Lotto lout’, or as the self-proclaimed “King of Chavs”?

Mr. Carroll has attained some notoriety in his native country, the United
Kingdom. When he was 19 years old and working part-time as a binman, he
won nearly 10 million pounds on the National Lottery. The tabloid press
followed him closely as he proceeded to spend his winnings on prostitutes,
cars, crack cocaine, jewelry, gambling, champagne, parties, and legal fees;
though he also gave generously to his friends and family. He developed a
habit of hurling Big Macs at people from his car. His wife, who was pregnant
with his child, divorced him because of his drinking and all the prostitutes.
At one point he was apprehended for catapulting steel balls from his
Mercedes van at parked cars and shop windows while drunk. The judge



noted that at the time of the incident, Carroll had already accumulated 42
offenses on his record.80

So he has not exactly been idle. But, as far as is known, he has not cut
marble.

Interestingly, according to more recent news, Carroll has blown through his
entire fortune and is again penniless. He has taken a job chopping firewood
and making coal deliveries in Elgin, Scotland, working for up to twelve
hours a day.8L He has lost five stone and remarried his wife. He says he’s
happier now.82

I have included a picture of Michael Carroll on the handout, at the peak of
his prosperity, next to a picture of another wealthy person who had a more
artistic temperament, for comparison.



HANDOUT 7
MICHELANGELO AND MICHAEL CARROLL

[Source: Wellcome Collection,83 Albanpix.84]

(Left) Michelangelo. Peak net worth: circa £10 million, of which he spent little.85 Slept with his
boots on. Cut marble. (Right) Michael Carroll. Peak net worth: circa £10 million, of which he
spent all within a few years. Claims to have slept with 4,000 women. Did not cut marble.

I think the lesson we can draw fromx this is that people are different. We
respond differently to wealth and leisure.

One could also point to cultural and class differences here. In the public
commentary on Mr. Carroll’s exploits, the most negative attitudes seem to
have been expressed by individuals from the lower middle class, who
bemoaned the profligate and antisocial ways in which he spent his fortune.
Some working-class individuals seem to have more sympathy, noting it was
his money to spend, and he had himself a good old time, and now he is
making an honest living again.



People further toward the top up the social hierarchy were again less
censorious, viewing Mr. Carroll as a colorful phenomenon rather than a
relevant moral comparison; while also approving of the fact that he did not
take his wealth too seriously. As Posner says, “the traditional aspiration of
the English upper class was not to work at all”, and not to appear to care too
earnestly about money.86 And in this respect, the Lotto lout, although solidly
lower working class, actually exhibited a more aristocratic demeanor than
people on the middle rungs of the social ladder.8Z

We could also point to cultural differences—for example, the American
upper class is based more on wealth than its British counterpart, the latter
being focused more on heritage and a certain kind of cultural capital. I also
expect cultures steeped in the Protestant work ethic to be more likely to
frown on the ways of a Lotto lout, while other cultures may view his happy-
go-lucky lifestyle more approvingly. It all gets very complicated. There could
be an entire lecture series on just these issues.

What we can say is that it seems plausible that for some people, perhaps a
significant fraction of the current population, a sudden leap into great
wealth and complete leisure would not be an unalloyed blessing; and for
some, it could be ruinous.

In any case, it would be a mistake to model the psychological or
sociocultural outcomes of universal unemployment by extrapolating the
effects we see today, on a smaller scale, among individuals who have lost
their jobs. It is well known that losing one’s job has a range of bad
consequences. Unemployment raises the risk of alcoholism, depression, and
death.88 But the scenario we are considering is different in several ways.

First, and most obviously, losing one’s job today means, for many, either
actual financial hardship or stress and anxiety over the increased risk of
encountering such hardship later—whereas, in our hypothetical, we're
supposing that everybody has a secure high level of income.

Second, job loss is today often associated with stigma—whereas this would
not apply if everybody, or almost everybody, is out of a job, as in our
scenario.



Third and relatedly, job loss today often has a strong negative effect on self-
image, partly because of the aforementioned stigma and partly because
many people’s identity is tied up in their role of being a breadwinner for the
family or being a success in the labor market—whereas, in our scenario,
where those roles are simply nonexistent, people would form their identities
around other attributes and relationships.82

Fourth, becoming unemployed today often means losing social connections
to work colleagues, and more generally it can make it harder to relate
socially to people who have jobs—whereas, again, this does not apply if we
are all unemployed.

Fifth, if we simply compare the lives and circumstances of the employed and
the unemployed, we can be misled unless we take into account that there
may be selection effects at play. Individuals with less enterprise, drive,
education, health, emotional stability, etc. are more likely to become
unemployed.20 If we observe a different distribution of those characteristics
among people who have just lost their jobs, it is quite possible that some of
the causation goes in the other direction—whereas, in the case of universal
unemployment, the unemployed would be identical to the general
population.

Templates of otium

Because of these differences, rather than looking at outcomes in populations
of laid-off workers, it would be more instructive to consider cases where
some social group has persistently had very low levels of labor market
participation (for reasons unrelated to health) while at the same time
enjoying robust economic prosperity and a reasonable level of social status.
While it is difficult to find a perfect example, we can think of various real
cases that share some properties of the situation we have in mind while
differing in other important respects.

Children

Young children in modern societies don’t work. Economically and socially,
their status is ambiguous. They have virtually no disposable income; yet they



live in a parental “welfare state” that caters to all their needs. They are
powerless, disenfranchised, and their opinions disvalued; yet they are
beloved and nurtured, and their welfare is often the focal point for the
people around them. There are also huge biological confounders—the fact
that some situation is good for a child does not give much evidence that it is
good for an adult. While children often have rich and happy lives, their
experiences may therefore only be somewhat relevant to the case we are
considering.91

Students

Although students typically dont do much paid work, one could think of
studying as a work-analogue: something they “have to do”, whether they feel
like it or not, and which has deferred economic payofts. Students often have
relatively low incomes, but also few financial responsibilities and limited
needs. They have somewhat high social status. Compared to children,
biological confounders are far less extreme but still significant, students
typically being younger and physically fitter than the average adult. There is
also some selection effect in that students are smarter and better educated
than the average person. Students often have rich and happy lives, and their
experiences could be a relevant comparison point for what a leisure society

could look like.
Aristocrats

Traditionally, to a large extent, the European landed gentry sought to avoid
engaging in wage labor. This does not mean they did no work: overseeing
and managing their households and estates, military service, and political
participation could require significant time and effort. Still, they had more
free time than most people, while living in relative economic abundance.
Their exceptionally high social status is a confounder. For a contemporary
case of a similarly leisured class, but situated within a different cultural
context, we might look at the native population of some oil-rich Gulf states,
which enjoys a comparatively high material standard of living while working
relatively little.

How do we feel about the quality of life of these groups? Depending on one’s
perspective and reference point, their examples may or may not offer an



inspiring outlook. Note that the question before us is not whether we like
people who have a lot of inherited money; nor are we asking how admirable
they are on average; nor whether it is useful or fair that a society contains
elites who don’t work for a living. The question is rather how well their lives
are going for them—how their average level of flourishing or well-being
compares to that of other groups.

Bohemians

We could look at artist colonies and other communities that deemphasize
paid work and participation in commercial enterprises in favor of some
form of cultural production. Archetypally such groups are relatively poor,
but may rank relatively high in certain forms of social status. Observed
outcomes are influenced by significant selection effects: the personality traits
of people who opt out of mainstream society to focus on artistic pursuits
diverge from those of the general population.92 There are also many other
differences between communities of bohemians and various kinds of bon
vivants on one hand, and communities of stolid hard-working bourgeois on
the other, which are not directly a product of work or money. Still, it is
another example that seems at least somewhat relevant.

Monastics

Monks and nuns sometimes work for their sustenance, which would make
them less relevant as a comparison point, but some monastic communities
offer a life that is at least somewhat free from the necessity of economic
labor. Of course, we can expect a strong selection effect among those who
choose a life of extreme devotion to religious practice, which in many cases
involves a vow of celibacy, poverty, hermitism, or other abnegations of
worldly indulgences. Moreover, the structured pursuit of spiritual practices
functions as a substitute for paid work by creating a fixed framework for
regular occupation, exertion, and self-discipline.

How one evaluates the desirability of the monastic life probably depends
sensitively on one’s religious views. Such a life may be highly desirable
insofar as it provides important spiritual benefits. It might even involve a fair
deal of temporal joy.23 Yet absent a faith that justifies and motivates it on
transcendental grounds, monasticism is probably too austere for most



people’s liking.
Retirees

The case of retirees is confounded by the obvious demographic variable:
they are typically much older than the average adult and suffer a much
higher incidence of poor health. Their prospects are also terrible, as they can
look forward to a period of accelerating decline, illness, incapacity, followed
by death, while receiving regular news of the passing of many of their
lifelong friends. However, if we control for these factors, the picture looks
relatively rosy. Surveys of subjective well-being often report a peak among
people in their late 60s, although the field is clouded by methodological

disputes over what to adjust for and how.24

All of these comparisons are imperfect in different ways; but maybe if we
construct a composite we could evoke some kind of blurry picture of what a
society populated by non-working people might be like?

My main point here, however, is negative. Even if there is not much we can
learn from these comparisons, they highlight that there are a variety of quite
different examples in the contemporary world that we might view as
possible models for a society of universal unemployment. This range can
help us avoid anchoring unduly on any one particular comparison case that
happens to pop into our mind when we ponder the issue, saving us from
reaching a premature conclusion on the basis of just one very thin slice of
human experience.

Anyway, as we shall see, the real issue is quite different...

Leisure culture

Before I get to that, though, I want to offer my idea of what the solution
would be if the problem were what we have so far imagined it to be. As I
hinted, the real problem is different and deeper. But let’s anyway see what
the conclusion would be if our inquiry had terminated at this station: if the
problem to be addressed had been how to imagine a positive vision of a
society of universal unemployment.



That is to say, let us imagine a setup like the following: Technology has
progressed to the point where machines can substitute for human labor
do it better and more cheaply. It is no longer feasible for humans to earn
income through their labor. (We can set aside, for now, the possible limits to
automation that we discussed earlier; we'll return to some of that later. In
any case, much of the 100% unemployment case also applies, in attenuated
form, to less extreme scenarios—and, analytically, it is often better to start
by analyzing the extreme case, adding back complications later.)

With such dramatic progress in automation, there is enormous economic
growth. This results in a spike in per capita income, at least in the short run
(until population growth, if left unchecked, resubmerges us into a
Malthusian situation). In this scenario, therefore, it would be relatively easy
to ensure that what Keynes called “man’s economic problem” is solved:
everybody could have a very high level of material welfare. Could, of course,
is not the same as would. Actually achieving a high universal floor may also
require political achievements. But here we are not making a prediction but
simply analyzing a possibility; so let us postulate that the distributional
problem is solved to the extent that—at least in this scenario where per
capita income becomes sky high—everybody gets a share that is sufficient
for a high level of consumption.

So thats the setup, and for now we bracket any further impacts of
technologicalization beyond those I just described.

Then what? How do we respond to Richard Posner’s fear that the outcome of
such idle prosperity would be brawling, stealing, overeating, drinking, and
sleeping in late?

Well, as for sleeping in late... if that be the price of utopia, I for one would
be glad to sign up. It is not by accident that these lectures start in the
afternoon.

But generally, what are we to make of Posner’s concerns? Or other similarly
negative images of the consequences of idleness, such as those of “the
superfluous man” in Russian literature, or the Lotto louts hijinks as
chronicled in the British tabloid press?



HANDOUT 8
THE SUPERFLUOUS MAN

[Source: Eugene Onegin.25]

The “superfluous man” was a type in Russian literature, found in some of
the novels by Pushkin, Turgenev, Tolstoy, and others. The superfluous
man is an aristocratic, intelligent, and well-educated person, who lives
an existence as a bystander. The type originated during the reign of Tsar
Nicholas I, when many capable men would not enter the discredited
government service and instead doomed themselves to a life of passivity
in which they lacked opportunities for self-realization. The superfluous
man is one paradigm of a person who has lost his place and purpose in
life. The result is often depicted as existential boredom, cynicism, self-
centeredness, and a general lack of zest and initiative: gambling,




drinking, and dueling are common dissipations.

The answer, I think, is that wed need te develop a culture that is better suited
for a life of leisure.

Start with education. The current paradigm is one of industrial production.
The raw materials—children—are delivered to the school gates for age-based
batch processing. They are hammered, ground, and drilled for twelve years.
Graded and quality-controlled worker-citizens emerge, ready to take up
employment in a factory or a trucking company. Some units are sent onward
to another plant for three to ten years of further processing. The units that
emerge from these more advanced facilities are ready to be installed in
offices. They will then perform their assigned duties for the few decades
remaining of their active life.

If we look at this process, we can see that the main functions performed by
our education system are threefold.

First, storage and safekeeping. Since parents are undertaking paid labor
outside the home, they can’t take care of their own children, so they need a
child-storage facility during the day.

Second, disciplining and civilizing. Children are savages and need to be
trained to sit still at their desks and do as they are told. This takes a long
time and a lot of drilling. Also: indoctrination.

Third, sorting and certification. Employers need to know the quality of each
unit—its conscientiousness, conformity, and intelligence—in order to
determine to which uses it can be put and hence how much it is worth.

What about learning? This may also happen, mostly as a side effect of the
operations done to perform (1) through (3). Any learning that takes place is
extremely inefficient. At least the smarter kids could have mastered the same
material in 10% of the time, using free online learning resources and
studying at their own pace; but since that would not contribute to the central
aims of the education system, there is usually no interest in facilitating this
path.



I'm going to take a sip of water...

Sorry! I hope you got more out of school than I did.

In any case, if we imagine a world in which the need for work was removed,
then clearly there would be an opportunity and a need for the focus of
education to change. Instead of shaping children to become productive
workers, we should try to educate them to become flourishing human
beings. People with a high level of skill in the art of enjoying life.

I don't know exactly what such an educational program would look like. I
would think, maybe, it would involve cultivating the art of conversation.
Likewise, an appreciation for literature, art, music, drama, film, nature and
wilderness, athletic competition, and so forth. Techniques of mindfulness
and meditation might be taught. Hobbies, creativity, playfulness, judicious
pranks, and games—both playing and inventing them. Connoisseurship.
Cultivation of the pleasures of the palate.

(Admittedly, had I been taught these subjects by the teachers I had, it would
in all likelihood have turned me off of these things for life. But since we are
imagining an unreal condition, with universal material abundance etc., we
might as well also allow ourselves to imagine that good instruction would
somehow be available for all.)

What else? Maybe practice in humor and wit and keen observation.
Celebration of friendship. Performing arts of various kinds, crafts,
encouragement of simple pleasures. Of course, habits conducive to health
would be ingrained. I imagine spiritual exploration and sensitization as well.
I think the current focus on discipline would not be entirely eliminated but
rather transformed: because I think that focus, attention, concentration, self-
control, persistence, and the ability to take pleasure in deliberate practice
and in mental and physical exertion would remain important—perhaps
more important than today, since there would be less occasion for these
habits to be entrained by external demands and hardships. Cultivating
curiosity—here I may be projecting my own proclivities, but I think a
passion for learning could greatly enhance a life of leisure. Also, cultivation
of the virtues and an interest in moral self-improvement. The opening of the



intellect to science, history, and philosophy, in order to reveal the larger
context of patterns and meanings within which our lives are embedded...

Nota bene, I'm not saying this would be the right focus for education today,
in a world where there is a need for work to be done and many pressing
material problems to be solved. But if and when those problems are solved,
or when we get to a stage where the responsibility for further progress can
be handed over to artificial bodies and brains, then the focus for us humans
could and should shift in these directions.

The education system is just one aspect of society that would need reform.
More broadly, wed need a transformation of culture and social values. A
move away from efficiency, usefulness, profit, and the struggle for scarce
resources; a move foward appreciation, gratitude, self-directed activity, and
play. A culture that places a premium on fun, on appreciating beauty, on
practices conducive to health and spiritual growth, and that encourages
people to take pride in living well.

We have a lot to learn and discover about what can be done in that direction.
I think there are considerable opportunities.

Would we get bored if we lived in a werld without work?

“Millions long for immortality who don’t know what to do with themselves
on a rainy Sunday afternoon.”26

On the face of it, the problem we confront here is not that theoretically
complicated. There are many worthwhile things that humans do in life that
are not geared toward making money. If we get more leisure, we can do
more of those things.

I can be more specific—have a look at Handout 9. I won’t read the whole
thing out, but the long and the short of it is that there are many things to do.



HANDOUT 9
WHAT TO DO WHEN THERE’S NOTHING TO DO

Building sand castles, going to the gym, reading in bed, taking a walk
with your spouse or a friend, doing some gardening, participating in
folk dance, resting in the sun, practicing an instrument, playing a game
of bridge, climbing a rock wall, playing beach volleyball, golfing, bird
on the town partying, redecorating the house, building a treehouse with
children, knitting, painting a landscape, learning mathematics,
traveling, participating in historical reenactments, writing a diary,
gossiping about acquaintances, looking at famous people, windsurfing,
taking a bath, praying, playing computer games, visiting the grave of an
ancestor, taking a dog for a walk, sipping a cup of tea, running a
marathon, engaging in witty banter, watching a football match,
shopping, going to a concert, protesting an injustice, having a picnic,
going on a camping trip, eating ice cream, organizing a murder mystery
about history, doing a silent retreat, taking drugs, getting your nails
done, attending a religious ritual, keeping up with current events,
interacting on social media, exploring virtual reality environments,
kayaking, learning to fly a sports plane, gambling, pouring a martini,
celebrating a holiday, researching your family tree, participating in a
neighborhood clean-up, singing in a choir, meditating, carving
pumpkins, swimming, solving a crossword puzzle, visiting friends,
making love, driving in a demolition derby, biohacking yourself to
optimize physical and mental performance, attending an amateur
astronomy meeting, creating a time capsule, teaching a young person
something you know, watching a sunset, going to a costume party,
arguing about moral philosophy, judging a koi fish competition (“living
jewels”), collecting antiques, attending a lecture... The list goes on.

There are some people who would not find any of these activities motivating
or fulfilling, and who will be unable to think of enough else wherewith to fill



the hours that would be freed up in a condition of emancipation from
economic necessity. But this is more a fact about those people and their
psychology than a consequence of any objective deficiency in the number of
things there are to do. Some people are simply high in a trait value that
psychologists refer to as boredom proneness.2Z

Boredom is actually an important topic, and we shall discuss it in more
depth tomorrow. For now, I'll just say that it seems quite possible that, with
appropriate changes in education and culture, we would feel less bored in a
post-work world than we do today. Aside from presenting the opportunity
to adapt education and culture to foster fulfilling leisure, the greater levels of
wealth and better technology would also make it easier to build institutions
and infrastructure that support a wide range of enjoyable and fulfilling
activities.

But what if universal automation does lead to some increase in boredom?
My guess is that it would still be good overall, considering the many people
around the world who currently live in such abject poverty that being
catapulted into great wealth would have to be regarded as a big improvement
even if it resulted in a life of some tedium and frivolous dissipation.
Brawling, stealing, overeating, drinking, and sleeping late may not make for
the best life, but even that could be a lot better than one of deprivation or
incessant grind under the thumb of some mean and vexatious taskmaster—

Message from the Dean
Oh, I see our Dean is here! What can I do for you?
She is telling me she has an announcement to make.

Dean: Thank you, and thank you all for coming to this year’s Philip Morris
Lectures in Moral Philosophy. I have an important request to make of you
this afternoon.

As some of you may be aware, twenty-two years ago the University
established a committee to examine issues which had been brought to our
attention concerning the nomenclature of the lecture hall you are currently
sitting in, the Enron Auditorium. Five years ago, following a thorough



stakeholder consultation, a decision was made to rename this room. And
today we will be announcing its new name. Concurrently, we will be
announcing the creation of a new professorial chair in global sustainability
—a key investment which will cement our ability to provide change and
intellectual leadership in this critical area.

To celebrate the generous gift that has made this possible, we will be hosting
an event right here, which will start one hour after the end of the present
lecture. This is the occasion for my request. As we will be joined in the
celebration by a member of the board of our benefactor, it is of the utmost
importance that we have a robust turnout so that we can show our gratitude
and appreciation for this forward-thinking investment not only in the future
of the planet but in the University’s humanities division, which is where the
new chair will be located.

Bostrom: Thank you, Dean. That is remarkable news.

Actually, this could be a good time to take a couple-minutes break. Let’s pick
it up again right at the hour.

Firafix: Do you think that we are under any obligation to stay on for the
celebration? I mean, we are not members of the University.

Kelvin: We are definitely not under an obligation.
Tessius: I'm going to take a leak.

Kelvin: He could have given the Haredi Jews in Israel as another example of
a leisured class. There is a sizable population who spend their entire lives
studying the Torah, and get paid by the state for doing so.

Firafix: Maybe that would fall under the category of Monastic?
Kelvin: They don't live in monasteries. They have families and lots of kids.

Firafix: If they spend their lives studying the Torah, maybe that’s rather like
having a job? Especially if they get paid by the state for doing so.

Kelvin: Maybe, but it still seems like another example to consider.

Firafix: What do you think we should do after the lecture?



Kelvin: Well, there is a list here... “taking a bath”... I would not vote against
going to the hot springs again?

Firafix: Sure. I'll need to get my nails done at some point soon and get a new
set of shoes, but it doesn’t have to be today.

Wild eyes?
Bostrom: Ok, we resume!

I was thinking that before proceeding further, I ought perhaps to say a few
words about how our discussion relates to other efforts that have been made
in the utopian genre. I will not be attempting a comprehensive review of the
field. But I want to make one observation, which is that the great bulk of
utopian literature is based on quite different premises than our
investigations in this lecture series.

Traditionally, utopian works have sought to envisage a more ideal social
order, one in which customs, laws, and habits may diverge from their
contemporary settings, but one that nevertheless shares certain fundamental
elements with the status quo. In particular, it is usually taken for granted
that (a) some amount of human labor is necessary to produce food and
other essentials, and (b) the most basic aspects of human nature remain
essentially unchanged (though changes in upbringing might be imagined to
have remolded people to some degree, perhaps making us less selfish or
materialistic).

Within these parameters, the author can then imagine a different political
system, a different way to organize work, a different way to bring up
children, a different way for men and women to relate to one another, a
different way for humans to relate to nature, and so forth. Depending on
which relationships get emphasized—and the author’s view about what
would constitute an improvement—we get various visions of a perfected
society: ecological, libertarian, feminist, socialist, Marxist, etc. But they are
all broadly contoured by the same assumptions: the need for work to be
done and the immutability of core attributes of human nature.

Karl Marx, for example, while he didn’t offer a detailed picture of what life



would be like in his communist paradise, imagined that people would still
be working; albeit with some important differences: he thought we would no
longer be defined by our occupations or alienated from our labor, and the
work we would be doing would be of more variegated character:

“[I]n communist society, where nobody has one exclusive sphere
of activity but each can become accomplished in any branch he
wishes, society regulates the general production and thus makes it
possible for me to do one thing today and another tomorrow, to
hunt in the morning, to fish in the afternoon, rear cattle in the
evening, criticize after dinner, just as I have in mind, without ever
becoming hunter, fisherman, shepherd or critic.”%8

The condition seems to be one in which there has been some degree of
easing of “man’s economic problem”; and the character of work would also
be different—more integrated and more consistent with the development of
the human capacities of the workers. Our interactions would be less
transactional and more personal and based on solidarity. Later Marxist
writers (though notably not Marx himself) might add that the many
consumerist desires that are artificially inflamed in capitalist economies
would be abated. But, fundamentally, the vision is of a different way of
organizing economic production and political control.

Tessius [returning, whispers]: They’re putting up a new sign outside. Want to
guess what the new name is?

Kelvin: ?

Tessius: The Exxon Auditorium.

Firafix: What?

Tessius: We're attending a lecture in the Exxon Auditorium.

Bostrom: Let’s call these kinds of visions, which focus on how people (and
animals and nature) could interact in ways that make for an allegedly more
harmonious way of living, governance & culture utopias. They hold up
images of how society could be “run better”, if we take this in the broadest



sense, as encompassing not just laws and government policies but also
customs, norms, habitual manners of going about things, internalized ways
of viewing others, occupational and gender roles, and so forth.

Sadly, when people have had the opportunity to put governance & culture
utopian visions into practice, the endeavors have often fallen short of
expectations, with typical outcomes ranging from disappointing to
atrocious.

But maybe next time? Between the sunshine of hope and the rain of
disappointment grows this strange crop that we call humanity (along with
fantastic rainbows of excuses and self-justifications).

Since the harm produced by utopian visionaries seems to correlate with the
degree of violence they have been able and willing to wield in their attempt
to realize their dreams, it might be best if future experiments of this sort
were to be pursued in a more incremental and voluntaristic manner, and if
they start with small-scale opt-in demonstration projects that others can
then gradually be inspired to emulate once a track record of happiness and
success has been achieved. (Thus spake the spirit of shriveled old age?)

Although most of the utopian literature to date is of the governance &
culture type, that is not our topic of this lecture series. We've instead been
exploring some issues that arise in what I will term post-scarcity utopias.
These are predicated on the assumption that a condition of economic
abundance is somehow achieved. This idea is not new, of course: the Land of
Cockaigne is essentially a post-scarcity utopia. And it is common for
drafters of governance & culture utopias to assume that a society organized
according to their prescriptions would also achieve some degree of
economic abundance.

We don’t need to be too strict with these definitions. I mean, whether our
governance and our culture is harmonious, fair, and conducive to
flourishing is a matter of degree, as is the cornucopian character of our
society. There is also ambiguity in the notion of economic abundance:
exactly what kinds of goods and affordances are “economic”? There are
many things you can’t buy even with infinite money—for example because



they haven’t been invented yet. But for our purposes it may be sufficient to
say that a post-scarcity utopia is one in which it is easy to meet everybody’s
basic material needs as traditionally conceived—food, housing,
transportation, etc. We may toss in schools and hospitals and some other
such services into the mix as well.

And we can then observe that, in developed countries, we have already come
a long way toward realizing this type of abundance—say, more than halfway
toward a post-scarcity utopia.22 This estimate obviously omits our animal
brothers and sisters, for the vast majority of whom the situation is still most
dire and in urgent need of amelioration.100

In these lectures, we have then gone beyond post-scarcity to talk also about
what we can term post-work utopias. These are visions for a society that has
achieved full automation and thereby eliminated the need for human labor.
Again, we will allow the definition to be a little vague—we may count a
leisure-dominated society as a post-work utopia (or dystopia) even if some
modest quantity of economic work must still be done by hand.

Shall we say that wealthy countries are something like between a third and
half of the way toward the leisure society? We have long childhoods and
retirements, as well as weekends and holidays. If and when we get to
Keynes’s 15-hour work week, then maybe we would be eighty percent of the
way there.

Let it not be thought that traditional governance & culture utopias are
necessarily “more realistic” than post-scarcity or post-work utopias. What is
realistic depends on the context. If we are considering a condition of
technological maturity, what may be unrealistic is to assume that there will
still be much need for human labor.

I go further and assert that as we look deeper into the future, any possibility
that is not radical is not realistic.

The purpose problem revisited

You'll recall from the first lecture how Bill Gates was worrying about where



wed find purpose in the future:

“The purpose problem. Assume we maintain control. What if we
solved big problems like hunger and disease, and the world kept
getting more peaceful: What purpose would humans have then?
What challenges would we be inspired to solve? In this version of
the future, our biggest worry is not an attack by rebellious robots,
but a lack of purpose.”101

Well, if we construe the problem as the challenge of filling the hours in a
workless world, the solution would be to develop a culture of leisure; and I
gave a number of suggestions for what we might do. We would emphasize
enjoyment and appreciation rather than usefulness and efficiency. This
would be a significant transition, but I see no reason to think it an infeasible
one.

It would be natural to extend this suggestion from the individual to the
societal scale. Today’s societies may set themselves goals such as clean air,
good schools, high-quality healthcare, adequate pensions, an efficient
transportation system, and so forth. Once those goals have been achieved,
ambition could turn in more cultural directions: let’s say, to create a society
where people care about one another, where individual differences are
recognized and celebrated, where many people come together to create large
happenings, where customs are continuously refined to make daily
interactions more meaningful and fulfilling, and where there are constantly
renewed efforts to deepen and broaden the public discourse about art,
religion, ethics, literature, media, technology, politics, science, history, and
philosophy. And so on and so forth. Again, a significant transition—but,
really, an opportunity rather than a problem.

One might think that as our challenges get smaller and more parochial and
become less a matter of life and death, their ability to generate passion and
engagement would decline. But this is not clearly the case. More people
jump out of their seats when their soccer team scores a goal than when an
international agency publishes a report saying that a hundred thousand
fewer children died from preventable diseases this year than last.



(We take this to be completely normal, but I wonder, if we could see
ourselves through the eyes of angels, whether we would not recognize in this
pattern of excitement and indifference something quite perverse—the
warped sentiments of a moral degenerate? Is it not, implicitly, a sort of
emotional middle finger to the suffering and desperation of other sentient
beings?)

It is worth noting that in some respeets a leisure utopia would be closer to
the natural human condition than is our current world. I don't think being
woken by an alarm clock and summoned to sit behind a desk processing
paperwork for an insurance agency or some other bureaucratic behemoth is
at all natural. Some researchers have suggested that our Stone Age forebears
had plenty of free time, that they may have worked as little as four hours a
day.102 'm a bit skeptical of the number, but what is likely true is that the
boundary between work and leisure was not so clearly drawn in those
primitive societies. When people’s instincts are well-matched to their
environment, maybe they mostly just do what they feel like in the moment,
and that happens to coincide with what is useful. We, by contrast, we Homo
cubiculi, needs must rely on self-discipline and structured incentives to get
us to perform the requisite labors.

So if a prelapsarian condition of mostly spontaneous activity was our lot for
98% of our evolutionary history (or more, if we count our great ape
ancestors), then you may say that the attainment of a leisure society would
in some important respects constitute a return to our roots. Maybe
overshooting it a bit, if we move to a world with no work at all. But
adequately close to our natural and original state—yet with all the boons of
high-tech civilization, from air conditioning to broadband to cinema to
dentistry to electric stoves... to zillions of other marvels and delights that
are still to be conceived.

But everything I've said up to this point is prolegomenon. Mere throat-
clearing, if you will.

I now put it to you that we haven’t even identified the real problem yet, let
alone solved it.



The preceding discussion was necessary to get some other, otherwise
distracting, issues out of the way and to build us something of a shared
frame of reference. However, the actual challenge of deep utopia still lies
ahead of us.

You see, human wage labor is not the only thing that will be obviated at
technological maturity. Machine superintelligence, and other innovations
that will accompany this advance, can do so much more than substitute for
you in the workplace; they will also remove the need for many other kinds of
human striving. This means that the mycelium of “the purpose problem”
extends far wider and deeper than the parts that are familiar in forms such
as how to occupy oneself during an extended holiday or when one is too
young, too old, or too rich to work.

We will approach this issue by first looking at some case studies. Later, we
can generalize our observations and discuss the matter at a more abstract
level.

So let us ask again, just exactly what would we do all day in a utopia set at
technological maturity? Handout 9 listed some suggested activities. Let’s
pick a few items from this list, more or less at random, to examine more
closely: shopping, exercising, learning, and parenting. If we cover those four,
you will see how the argument goes and you can extend the analysis to other
activities on your own.

Any questions so far? Okay, let us proceed.

Case study 1: Shopping

To many, shopping is a necessary evil; but there are also folk who enjoy this
activity, and who would gladly spend more time engaging in it if they had
money to spare and they didn’t have to work.

Of course, you might enjoy using what you've bought. You buy a pair of
rollerblades, then you have fun rolling on them. But here we are discussing
the shopping process itself, not the subsequent utilization.

So let’s look at this more closely. What precisely is it that people enjoy doing



when they enjoy shopping?

Shopping involves engaging in several interrelated cognitive tasks and
activities, including the following:

o Exploration. Searching for alluring objects or bargains, using
knowledge and heuristics about shop locations, store characteristics,
shelving practices, prices, etc.

o Evaluation. Perceiving the attributes of a potential purchase in order to
judge how well the object would serve a need. Would the color, shape,
texture, and brand of a garment meet the mutable and context-
dependent demands of fashion? Would it fit the body and style of its
prospective wearer? Does its quality warrant its price?

o Imagination. As part of the evaluation process, imagining how well or
poorly the potential purchase would serve its intended function.
Would some decorative object look good in the home? Would some
item of clothing be suitable for particular occasions? How often would
it be used?

o Theory of mind. Modeling the minds of others to predict how they
would regard the object in question. Would they find a particular
garment attractive? Would they appreciate receiving it as a gift?

o Communication and social learning. Discussing actual or potential
purchases with a friend, gaining and conveying information about
personal tastes, sharing insights about who and what is in or out of
fashion.

Some of these aspects of the skill and effort of shopping are already being
undercut by recommender systems and other functionalities that are
to visit many boutiques or having to browse up and down the aisles of a
department store, they can visit a single online vendor. Offers predicted to
be of greatest interest to the customer are brought to their attention.

Let’s extrapolate this a bit. If the recommender system is sufficiently capable,
it would remove the need for exploration entirely. The system would know
your tastes and offer suggestions that you like better than whatever you



would have picked out yourself. Then what would be the point of you
searching through the inventory yourself?

accuracy, there would be no need for you to even look at the suggestions. It
could simply buy them on your behalf.

resolution visual representation of exactly how the object would look on
your body or in your home, saving you the effort of having to use your own
this, since your participation in the selection and decision process is no
longer required.

The need to model other people’s preferences and opinions is likewise

Anything you discover about fashion will not lead to better purchase
decisions.

You might feel like telling your friends about your opinions so that they can
better understand your thoughts and feelings. But actually talking to your
friends may not be an efficient means of accomplishing this objective.

furniture that you would especially like or dislike, or ones on which your
opinion would diverge especially strongly from your friend’s opinion or
from the average opinion of your peers. You and your friend would

would by interacting directly with one another.

The upshot is that the activity of shopping would be radically transformed.

involvement. Alternatively, shopping could metamorphose into an activity
that is more akin to watching a videofeed about merchandise and people’s



opinions about it. The video could be highly immersive, customized to your
interests, and focused on you, your friends, and your favorite celebrities, and
it would inform you about what they think of you and the options available
to you (or, in the case of celebrities, what they would think about these
things if they knew you).

Supposing there were some demand for it, it would still be possible to go
shopping the old-fashioned way. You could choose to drive to the store,
spend time trying to find something you want (perhaps to discover that the
store doesn’t stock your size or preferred color), wait in line to pay for it, and
finally schlep it all home in plastic bags. If you do that, you end up with a
Shopping in this old-fashioned way would have something Rube Goldberg-
esque about it. Yes, you could do it. But the pointlessness of it all—the extra
hassle and effort only to obtain an inferior result... when this ghostly
pointlessness is staring you in the face the entire time with its empty eye
sockets, would not the allure of the activity be drained out? To the point
where most people would cease to bother doing it?

Some of the other activities on the handout would be susceptible to having
their purpose blanched out in a similar manner—collecting antiques or re-
decorating a home, for instance.

Or consider gardening. This activity might at least in part derive its appeal
from the hope that one’s efforts will cause the garden to be nicer than it
would otherwise have been. But if a robot assistant could produce exactly
the same results—or, rather, results that are better by your own standards—
then I think many people would put away their pruners and take up position
instead on the veranda where they can watch the robot work. Hobby
gardeners already use a plethora of tools and motorized appliances to make
their task easier. Would they stop short of full automation, if it were readily
available?

Case study 2: Exercising

Let us consider a different kind of activity: going to the gym.



Here, at least, a task that cannot be automated! No robot can ever take your
place on the elliptical. To gain the physical and mental benefits of exercise,
you have to do it yourself. Perhaps, then, we've found our platinum—an
activity that is completely resistant to the purpose-corroding acid of
technological convenience?

On closer inspection, this hope proves illusory. While it is true that you
cannot hire someone else or buy a robot to do your exercise for you, there
are other solutions that would enable you to accomplish the common
functions of exercise without breaking a sweat.

With advanced-enough technology, the health benefits and physiological
effects of a workout could be induced by artificial means, such as drugs (safe
and free of side-effects), or gene therapy, or medical nanobots that keep you
in perfect shape regardless of your eating and drinking habits and your
sedentary lifestyle. This holds for the mental benefits of exercise, too. The
endorphin release that is triggered by physical exertion could be induced
pharmacologically. Likewise for whatever other mind-clearing, de-stressing,
and revitalizing effects that exercisers enjoy: all available in a pill or one-oft
injection of nanomedicine.103 Begone muscle soreness, strains, calluses, and
piles of sodden gym gear! Welcome the effortless sixpack and the VO2 max
of a Tour de France cyclist!

Case study 3: Learning

The case is similar with respect to several of the other activities listed on the
handout, such as learning to fly a sport plane, studying mathematics, or even
attending a lecture.104

One important motivation for studying and practicing is that by engaging in
this activity you may hope to subsequently possess some knowledge or skill
that you didn't have before. Consider the alternative: each day you study
hard to master some topic, and over the course of the following night you
forget everything you learned. The next day you start over, relearning the
exact same lesson. Rinse and repeat.

Such amnesia would be massively discouraging. It would turn the learning



into Sisyphean tragedy.

Even people studying as a hobby, who would not incur any practical
disadvantage from having their gains reset to zero at the close of each day,
would likely find the stark futility demotivating. The frequent erasure would
cast a pall over the entire endeavor, making it seem no longer worth the
while.

So with respect to studying mathematics, learning to pilot an airplane, and
similar activities, it appears that our motivation is not simply to undergo
some sequence of moment-to-moment experiences involved in the learning
process, but also to reach states of increasing knowledge, skill, and
understanding. The progressive nature of these activities is an important
reason why we find them attractive and why they are prima facie worthwhile
ways to spend one’s time.

But now consider that at technological maturity, we will have available to us
shortcuts that would get us equivalent results without effort and delay. We

skills.

Such “brain editing” or “mind editing” is, admittedly, a more speculative
technology than any we have presupposed thus far—more speculative, for
instance, than a technological fix that would let us enjoy the benefits of
physical exercise without leaving the couch. The process would be somewhat
more straight-forward if the mind to be edited were running on a digital
computer rather than on biological wetware; so uploading yourself into a
computer could be a practical first step to enabling mind-editing.
Alternatively, the process might perhaps be facilitated if your biological
brain had been outfitted with some sort of cybernetic module that could be
updated via an external data link. But even without any such nonbiological
contrivances, precise and flexible brain editing is plausibly one of the
affordances of technological maturity, albeit one that would probably require
superintelligence for its development and operation. I don't want to get
bogged down here in implementation details, but I've added some notes on
a handout that you can look at later.



HANDOUT 10
DOWNLOADING AND BRAIN EDITING

While science-fiction films (such as The Matrix) often portray
“downloading” complex skills and knowledge into human brains as a
relatively simple feat, in reality it is likely to be extremely challenging.

The human brain is of course quite unlike a regular digital computer,
where standardized data representation formats and file transfer
protocols make it easy to swap software in and out and to share it
between different processors. By contrast, each human brain is unique.
Even a simple concept that we all share, such as the concept of a chair, is
implemented by an idiosyncratic constellation of neural connections in
each person—the precise patterning of the neural connections encoding
the concept is contingent on the details of that individual’s past sensory
experience, their innate brain wiring and neurochemistry, and an
incalculable host of stochastic factors. One therefore cannot simply
“copy and paste” the concept of a chair from one brain to another
without performing a complicated synaptic-level translation, from the
“neuralese” of one brain to the quite different “neuralese” of another.

Human brains can perform this translation themselves—slowly and
imperfectly. This is what happens when we communicate using
language. Some mental content in one brain, represented using that
brain’s idiosyncratic neuronal machinery, is first projected down to a
low-dimensional symbolic representation consisting of a string of words
in natural language; and then the receiving brain has to unpack this
radically impoverished linguistic representation by trying to infer which
configurations of its own idiosyncratic neural machinery best match
those representations in the sender’s brain that might have produced the
perceived words and sentences. If the act of communication is
successful, the receiving brain ends up with neural circuitry that shares
some structural similarities with the circuitry in the sender’s brain:
enough so as to give the receiver some of the capabilities that the sender
wanted to impart. For large or complicated messages, such as when a




professor of organic chemistry wishes to bring their students up to their
own level of expertise, this process can take years—and even then the
result is all too often disappointing.105

So what would it take to shortcut this process of communication and
learning to the point where we could “download” expertise in organic
chemistry or any other subject directly into our brains, without having
to spend years studying it? Importantly, we want to have the knowledge
fully integrated in our brains, the same way we would if we had learned
the subject the traditional way, so that we gain the same ability to use it
intuitively and associatively and so that it contributes to our general
pattern-recognition abilities. This is different from merely having the
information deposited in some intracranial cybernetic memory capsule
that wed then have to serially query in essentially the same way we
currently use a search engine (which might save us having to use a
keyboard and a screen but would not otherwise make us any more of an
expert in organic chemistry than any random person who has access to
the internet). Achieving genuine absorption and integration of the new
information, such as constitutes the acquisition of real knowledge and
skill, would require a large number of cortical synapses to be precisely
adjusted. Many billions, maybe trillions of synapses. (And at least in
cases such as “learning how to be a better mother” or “learning how to
be a better husband”, it would most likely also involve modification of
many subcortical brain circuits.)

All this is most likely possible, but it might require a superintelligent
implementer. Since we don't want to simply replace the original mind
with a new one, but rather enrich an existing mind with additional
knowledge and capabilities, the implementation mechanism must have
the ability to read off the existing pattern of synaptic connectivity, so
that it can edit it judiciously and not simply overwrite it. Again, for
something as complex as learning organic chemistry or acquiring a new
language, this may involve reading off the key attributes of trillions of
synapses. In addition to the ability to read and edit synaptic properties,
the mechanism also needs to be able to figure out precisely which
synaptic changes to make in order to alter the original version of the




mind into a version of the same mind enhanced with the new
knowledge or skill—a very challenging computational task that is

Each of these requirements (scanning, editing, and calculation) is far
beyond the current state of the art. In fact, among all technologies that
have been imagined and which are in fact physically possible, this might
be one of the hardest ones to perfect. Nevertheless, I believe it could be
done at technological maturity. I think it will not be humans that invent
this technology, but superintelligent machines.

Let’s imagine what the procedure might be like. Your brain is infiltrated
by an armada of millions of coordinated nanobots. (Maybe they get
there via the bloodstream and pass the blood-brain barrier—obviously
the whole procedure would be entirely painless, since any triggers of
discomfort could be easily suppressed.) These nanobots map your
brain’s connectome. Since the bots are operating in a crowded and
electrochemically active environment, they must either be careful to
avoid damaging the structures that they are traveling through and
measuring, or else they must repair any damage that is caused in the
process. The mapping would need to happen reasonably fast yet without
generating excessive amounts of heat. The data gathered by the probes,
perhaps after some simple local preprocessing, is transmitted to a
computer outside the skull. (For this purpose, a tiny fiber optic cable
may be constructed, which could penetrate the skull or project back
down via the bloodstream—but not to worry, it can be removed,
without trace, once the procedure is complete.) This more powerful
works out the requisite pattern of synaptic edits. Once the changes have
been determined, the information is sent back to the nanobots which
perform the needed synaptic surgery—strengthening some synapses,
weakening others, adding new links here and there between previously
unconnected neurons. Speed is important, not only in order for the
“downloading” to be convenient, but also because if the process is too
slow then the neural circuits in the brain may have changed too much
by the time the computed alterations are received back from the




external computer, rendering the calculated edits inaccurate.

Note that in order to replicate the effects of ordinary learning it is not
enough to “simply record” some discrete facts in one isolated cortical
area. When we learn in the normal way, many parts of the brain are
changed, reflecting the effects of metalearning, the formation of new
associations with previously learned content, changes in control and
attention mechanisms and in episodic memory, and so forth. This is one
reason for thinking that the number of synaptic weights that would
need to be adjusted could be in the trillions, even for fairly simple
learning experiences.

Let us also take note of one further complication. In order to work out
how to change the existing neural connectivity matrix to incorporate

steer clear of certain types of simulation because they would involve the
generation of morally relevant mental entities, such as minds with
the plan for exactly how to modify the subject’s brain without resorting
to proscribed types of computations. It is unclear how much difficulty
this requirement adds to the task.

Downloading mental content would be easier if the receiving mind was
a brain emulation (aka an “upload”), implemented as software rather
than biologically. In this case, the readout from the original brain would
have been done in advance, potentially under easier conditions, such as
by means of a destructive scan of a vitrified brain rather than in vivo.
Subsequent read and write operations would be trivial—they would
simply involve editing a digital file, and the mind could be paused while
the procedure is taking place. However, the computational step of
figuring out which edits to make in the preexisting neural network
would be about equally hard in the case of a digital brain emulation as
in the case of a biological brain.




The upshot, then, is that activities such as studying, where we put in effort
now in order later to be in a state where we know more or have greater skill,
would maybe start to appear a little pointless at technological maturity, in
the presence of easy shortcuts to the same destination.

We could still choose to learn and practice the hard old way. But doing so
would be to impose on ourselves a gratuitous complication. This would be a
bit like deciding to move only by skipping backwards on one foot in order to
create more challenge in ones life.

Case study 4: Parenting

Many people find raising children to be a rich source of purpose and
meaning. It is common for parents—even those who could easily afford to
offload all the labor of child-rearing to (highly qualified) hired help—to
choose to devote a substantial amount of time to bringing up their children.
Some wealthy parents do pack their progeny off to a boarding school; but
most do not.

It thus appears as though many people regard spending time with their own
children as an “autotelic” activity—an activity that is valued for its own sake
and not merely as a means to an end. If this is right, then perhaps raising
children would retain its appeal at technological maturity and provide an
opportunity to fill our days with meaningful activity.

There are, however, some difficulties with this idea that parenting would be
the solution to the purpose problem.

In the first place, there are the obvious practical problems. Not all people
have children. Also, children grow up and eventually don't need to be
parented any more. The fraction of people’s lives that could be devoted to
raising young children would decrease if, at technological maturity, human
lifespans were extended. To offset the growing-up effect, the population
would have to increase exponentially—which would bring in the Malthusian
apprehensions that we discussed in Monday’s lecture.

Second, parenting is not really one thing but a bunch of different activities.
For example, it involves activities such as changing diapers, tidying up toys,



arbitrating conflicts, coaxing the child into doing something they are
disinclined to do, scheduling appointments, transporting the child to
activities, and so on. It is plausible that many parents would prefer not to do
these things; and if there existed a diaper-changing machine, a tidying-up
robot, and an automatic activity-scheduler, and if these conveniences really
worked reliably, I suspect they would be popular.

A parent might be happy to make a home-cooked meal for their child if they
think it will taste better or be more nutritious than something ready-made.
But if the kitchen had a nanofabrication box, which at the press of a button
produced a meal that was molecularly indistinguishable from what’s on the
parental menu—or rather, one that was superior, diced, sliced, and spiced to
perfection—should we not then expect the old pots and pans to see less and
less use, and perhaps eventually to be retired altogether?

What, then, remains after all the cheres have been removed from child-
rearing?

Only a small fraction of parenting consists of “precious moments”—
imparting some pearl of life wisdom, being delighted by some expression of
the child’s naive creativity, receiving a spontaneous hug or other sign of
affection or gratitude. Even if the frequency of these moments could be
doubled or tripled, they do not seem to be the kind of thing that, on their
own, could fill our days with purposeful activity.

Some other parenting-related activities can take up more time, such as
playing with the child or reading a bedtime story. Those who have kids
could spend a substantial part of their day doing these things, if we imagine
the more chore-like aspects of parenting to have been automated. It would
seem a pretty meaningful way to spend one’s time.

But there is a potential confounder. Issuspect that one factor at play here is
that parents think (or feel) that they are benefiting their child when they are
spending time with them. Would playing with your child or reading them a
story still feel meaningful if you became convinced that you were thereby
harming your child? Because if not, that could be a problem. For it is quite
conceivable that, at technological maturity, you would in fact be slightly



Technological maturity would permit the construction of robotic caregivers
with superhuman parenting skills. The robot could be perfectly lifelike in
appearance and behavior. If desired, it could be made to appear to the child
indistinguishable from a real human person, or from their actual biological
parents—the way they are when they are at their best. The robot might even
be programmed to feel love and devotion to the particular child assigned to
its care.

So now, every hour of quality time you spend with your child is an hour of
even higher quality time it is deprived of spending with the robot. Spending
the hour with the artificial caregiver would, we may assume, be more fun for
the child as well as more educational and more nurturing of their emotional
and social needs. You could choose to play with your child yourself; but in
doing so you would be selfishly prioritizing your own enjoyment at the
expense of the child’s welfare and development. Although this might give
you some fun, it would hardly fill your life with purpose.

The idea of a robot that is a perfect parent-substitute might sound far-
fetched. We will not discuss the mechanics of implementation here; but I
think that at technological maturity this would in fact be possible. A

There is, however, a potential “philosophical” complication with the idea of a
robo-parent substitute, which we need to analyze. In order to explore this
issue, we should distinguish between ex ante and ex post substitutability.

The most straightforward case is if the substitution takes place ex ante,
before the child has formed an attachment to their human parents. This
would not be so different from what happens today when an infertile couple
contracts a surrogate woman to bring an embryo to term: this method of
gestation, it is normally assumed, does not harm the child. If the couple that
raises the newborn provides excellent parenting, it may well be that the child
benefits from being raised by them rather than by their birth mother. By the
same token, if the child were adopted at birth by loving robotic parents who
provide even more excellent parenting, the child could benefit even more.



However, once the child has become attached to their parents, and we have a
case of ex post substitution, a new term enters the equation. It might then be
in the child’s interest to be raised by their human parents, at least if their
care-giving would not fall too far short of that of the robotic alternative. The
point here is not only (or even mainly) that it could be psychologically
traumatizing for a child to be ripped away from the individuals to whom
they have grown attached—any such negative psychological effects could
presumably be easily forestalled at technological maturity. Rather, the point
is that it's possible to maintain that the child would incur a harm even if
there is no trauma—in fact even if we stipulate that the robots are so similar
to the child’s human parents that the swap is undetectable to the child.

The ground for such a position would be similar to the ground for why one
might think, in general, that it would be undesirable or at least suboptimal
to spend the rest of one’s life in Nozick’s experience machine (which we'll get
back to shortly). This thought experiment has been taken to show that our
well-being has an objective component—that how well our lives go for us is
not determined solely by our mental states, by what we think and feel, but
also by our relationship to external reality. On this view, it matters whether
our beliefs are true and our projects successful, independently of whether we
ever find out. Along the same lines, it might matter whether we really
remain in contact with somebody to whom we have bonded. Interacting
with a simulacrum of this person would, ceteris paribus, be less good, even
if we never notice the difference. One might, for example, have the intuition
that it is bad for a husband to be cuckolded even if he never discovers the
betrayal and even if his wife does not change her behavior toward him. And
—if one holds this view—one might likewise think it could be bad for a
child if, one night while they were sleeping, their parents were swapped out
for an indistinguishable set of robot impostors.

So far, we have considered the possibility that parenting could provide
purpose by being an activity whereby parents can benefit their child. We
should also consider the possibility that parenting could provide purpose by
being an activity whereby the parents can benefit themselves.

Historically, children have served as a kind of investment vehicle. You take



care of them while they are young, and hope that they will take care of you
when you are old. This function has been largely supplanted by the welfare
state and tax-advantaged retirement savings accounts. In any case, if at
technological maturity there is general abundance and no one is making a
living from working, there would be much less need for this kind of saving.
Also, people would not become decrepit as they age.

There is another type of “investment function” that parenting can serve,
which yields returns of a different kind. Parents may invest time and energy
in their children in the hope of later having somebody with whom they
stand in a very special relationship—one of mutual understanding, trust,
non-manipulative love, gratitude, and a sense of deep-rooted affinity.
Familial bonds are among the closest and most selfless that most of us
humans are capable of. However, this investment function, too, might be
undercut at technological maturity, inasmuch as there would be an easier
path to achieving an equivalent outcome. Namely, we might create artificial
persons (fully articulated conscious humanlike beings with moral status)
who stand in the same type of relationship to us: who understand us, trust
us, and resemble aspects of us in the way that our children do. This would be
much faster and cheaper than bringing up a human child in the traditional
way. What is more, artificial persons could be designed to have a greater
capacity for love and gratitude and close connection than is generally
vouchsafed to our own fallen kind.

Natural children, natural friends, natural lovers: how could they compete
against far more perfect artificial alternatives? Or artificial alternatives that
are imperfect in just exactly the right kind of ways?

On objective functional characteristics—beauty, charm, virtue, humor,
faithfulness, affection, etc., natural persons would be outclassed. Artificial
people would win any fair contest and comparison. They would be better.

But it depends on tastes. Perhaps artificial is just not your thing.
Alternatively, perhaps you don’t care about whether someone is natural or
artificial per se, but you do care about whether the two of you have a history
together, whether the particular individual has interacted with you in
certain ways before, and whether you have made commitments to each



other. If that is the case, then there could be some natural persons who are
irreplaceable to you. Then it doesn’t matter how technologically advanced
the artificial substitutes become, because none could meet your criteria. And
if it is shared history and mutual commitments that ground your preference
for some particular existing person, then no natural substitute might meet
them either. However superior in other respects, any substitute would be
lacking in one key respect: they would not be The One.

We will have occasion in later lectures-to return to the issue of interpersonal
entanglements, and more generally to the possibility that one might have a
basic preference for human or otherwise flawed, troublesome, and
inconvenient things.

For now, we can sum up our discussion of parenting as a possibly purposeful
activity at technological maturity by concluding that: (a) a large chunk,
probably a great majority, of the specific activities involved in child rearing
can be characterized as “chores”, which it would be very tempting to
automate; (b) while the quality time we spend with a child feels more
intrinsically worthwhile than performing chores, there is a potential
confounder, viz. our belief that we are benefiting the child by spending time
with it: “quality time” might not seem so purposeful if we thought that we
were doing nothing for the child or even mildly harming it; (c) by objective
functional metrics, robo-parents could outperform human parents, so by
those standards it could be better for the child if the human parents stepped
out of the way; (d) once a child has bonded to a human parent, however,
then even an objectively superior robo-parent may not in all respects be as
good for the child as their human parent—and on some theories of well-
being, this can be true even if the child were unable to detect that a
substitution occurred; (e) the upshot is that many of the ways in which
parenting currently provides opportunities for purposeful activity would be
removed at technological maturity, though possibly some opportunities
would remain that are related to the ways in which we have bonds and
desires directed at specific existing human persons or at the general category
of the natural; and, finally, (f) our points about the parent-child relationship
also apply to many other forms of interpersonal entanglement, such as
friendships and romantic partnerships.



From shallow to deep redundancy

With these four case studies, we can begin to see how the purpose problem
cuts much deeper than is commonly recognized.

Shallow redundancy *

The traditional and relatively superficial version of the purpose problem—
let's call it shallow redundancy—is that human occupational labor may
become obsolete due to progress in automation, which, with the right
economic policies, would inaugurate an age of abundance. This would be a
condition of great general prosperity and material plenty. Since it would
eliminate both the need and the opportunity for paid work, it would cause
one source of purpose to dry up, namely the purpose that many people
currently find in their jobs.

The solution to shallow redundancy is to develop a leisure culture. Leisure
culture would raise and educate people to thrive in unemployment. It would
encourage rewarding interests and hobbies, and promote spirituality and the
appreciation of the arts, literature, sports, nature, games, food, and
conversation, and other domains which can serve as playgrounds for our
souls that let us express our creativity, learn about each other and about
ourselves and about the environment, while enjoying ourselves and
developing our virtues and potentialities. A leisure culture would base self-
worth and prestige on factors other than economic contribution, and
individuals would construct their social identities around roles other than
that of breadwinner (although there might be game-like environments that
allow those who previously excelled in financial performance to display and
gain recognition for their resourcefulness).

We looked at some examples of more or less inspiring leisure cultures—such
as those prevailing among children, students, aristocrats, bohemians,
monastics, and retirees. Each of these comparisons is multiply confounded.
In an age of abundance, the set of feasible leisure cultures would expand
beyond historical instances, in part because of the unprecedented opulence

the per capita gains—or indefinitely, if population growth is controlled)



which could universalize economic privilege; and in part because
technological and other inventions which would enable many novel kinds of
fun (along with liberation from many miseries that have previously blighted
the flourishing of even the most privileged elites).

Deep redundancy *

The more fundamental version of the purpose problem that is now coming
into view—let’s call it deep redundancy—is that much leisure activity is also
at risk of losing its purpose. The four case studies showed that many of our
usual reasons for engaging in non-work activities disappear at technological
maturity. And those observations can be generalized. It might even come to
appear as though there would be no point in us doing anything—not
working long hours for money, of course; but there would also be no point
in putting effort into raising children, no point in going out shopping, no
point in studying, no point in going to the gym or practicing the piano... et
cetera.

We can call this hypothetical condition, in which we have no instrumental
reasons for doing anything, the age of post-instrumentality. As we move
toward this weightless condition, blasting away from the gravitational pull of
the ground and its tough “sweat of the brow” imperatives on our days and
our strength, we may begin to feel an alienating sense of purposelessness, an
unanchored “lightness of being”. We are left to deal with the discovery that
the place of maximal freedom is actually a void.

Paradox of progress

asked at least one question that brings up some version of the purpose
problem.

The question is usually a bit muddled. People seem to have difficulty
articulating their concern. Sometimes it’s not even explicit, yet one can sense
a perplexity lurking beneath the surface, like a wordless and purblind digger
that is tunneling through and possibly undermining the foundations of our
domicile.



Let’s see if we can disinter the cause of this latent unease. Here is one
possible line of reasoning that could be motivating questions about life after
Al success:

At the present, and throughout history, there are many pressing
tasks that we humans must do ourselves, and there are many big
challenges that we confront together. These tasks and challenges
give structure, purpose, and meaning to our lives. But
technological progress (and, to a more limited extent, capital
accumulation) enables us to achieve more of what we want with
less effort. In the limit, with perfect technology and abundant
capital, we are able to get everything we want with no effort. We
will then have nothing to strive for. We will then either be bored
out of our minds or transform ourselves into “pleasure blobs”,
passive minds that experience an artificially induced sense of
contentment. Either way, a dystopian future awaits.

And those would be the best-case scenarios! It would hardly be reassuring,
for example, to be told that we don’t need to worry about deep redundancy
because our high-tech civilization will come tumbling down in a cataclysm
before we reach technological maturity.

At the heart of the argument here lies a pessimistic view of human nature.
Basically: we're unfit to inhabit a perfect world.

I can even furnish an explanation for why this should be so. Over
evolutionary and historical timescales, external instrumental constraints
have always been in ample supply; and our psyches, therefore, have formed
in ways that assume their presence. Our ape ancestors, whose diet consisted
of a lot of fruit, lost the ability to synthesize vitamin C: and this produced a
dependency that showed up only much later, in very different
circumstances, such as when sailors subsisted on sea biscuits for months on
end, and found themselves languishing from scurvy. In a similar manner, we
may have become dependent on encountering demands for mental and
physical exertion and goal-directed striving. Such externally imposed
pressures to exert effort in order to satisfy instrumental needs not only keep



our bodies in shape but they also help give shape to the softer parts of our
souls, rather like a spiritual version of the exoskeleton that structures and
contains the innards of a beetle. Were this exoskeleton of enforced toil to be
removed, following our entry into a post-instrumental condition in which
our desires can be effortlessly satisfied, we would suffer a pitiable
degeneration and collapse, becoming either creatures of boundless boredom
or else amorphous blobs of artificially induced contentment.

You may discern a whiff of paradox in«the preceding argument.

On the one hand, we surely have reasons to pursue the development of
technological capabilities that enable us to get more of what we want with
less effort. That’s almost part of the definition of rationality: that one seeks
efficient means to one’s ends. Certainly, our society is pouring great effort
into technological and economic progress, and we give awards to individuals
who make it happen.

And yet, on the other hand, if and when our efforts to increase the efficiency
with which we can achieve our aims are fully