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Summary

With the rapid development and proliferation of robotic weapons, machines are starting to take the place of humans on the battlefield. Some military and robotics experts have predicted that “killer robots”—fully autonomous weapons that could select and engage targets without human intervention—could be developed within 20 to 30 years. At present, military officials generally say that humans will retain some level of supervision over decisions to use lethal force, but their statements often leave open the possibility that robots could one day have the ability to make such choices on their own power. Human Rights Watch and Harvard Law School’s International Human Rights Clinic (IHRC) believe that such revolutionary weapons would not be consistent with international humanitarian law and would increase the risk of death or injury to civilians during armed conflict. A preemptive prohibition on their development and use is needed.

A relatively small community of specialists has hotly debated the benefits and dangers of fully autonomous weapons. Military personnel, scientists, ethicists, philosophers, and lawyers have contributed to the discussion. They have evaluated autonomous weapons from a range of perspectives, including military utility, cost, politics, and the ethics of delegating life-and-death decisions to a machine. According to Philip Alston, then UN special rapporteur on extrajudicial, summary or arbitrary executions, however, “the rapid growth of these technologies, especially those with lethal capacities and those with decreased levels of human control, raise serious concerns that have been almost entirely unexamined by human rights or humanitarian actors.”¹ It is time for the broader public to consider the potential advantages and threats of fully autonomous weapons.

The primary concern of Human Rights Watch and IHRC is the impact fully autonomous weapons would have on the protection of civilians during times of war. This report analyzes whether the technology would comply with international humanitarian law and preserve other checks on the killing of civilians. It finds that fully autonomous weapons would not only be unable to meet legal standards but would also undermine essential non-legal

safeguards for civilians. Our research and analysis strongly conclude that fully autonomous weapons should be banned and that governments should urgently pursue that end.

Definitions and Technology

Although experts debate the precise definition, robots are essentially machines that have the power to sense and act based on how they are programmed. They all possess some degree of autonomy, which means the ability of a machine to operate without human supervision. The exact level of autonomy can vary greatly. Robotic weapons, which are unmanned, are often divided into three categories based on the amount of human involvement in their actions:

- **Human-in-the-Loop Weapons**: Robots that can select targets and deliver force only with a human command;
- **Human-on-the-Loop Weapons**: Robots that can select targets and deliver force under the oversight of a human operator who can override the robots’ actions; and
- **Human-out-of-the-Loop Weapons**: Robots that are capable of selecting targets and delivering force without any human input or interaction.

In this report, the terms “robot” and “robotic weapons” encompass all three types of unmanned weapons, in other words everything from remote-controlled drones to weapons with complete autonomy. The term “fully autonomous weapon” refers to both out-of-the-loop weapons and those that allow a human on the loop, but that are effectively out-of-the-loop weapons because the supervision is so limited. A range of

---


3 Major Jeffrey Thurnher, a US Army lawyer, notes the importance of a meaningful override. While a proponent of what he refers to as “lethal autonomous robots,” he writes that such robots “should be required to have some version of a human override” and that “[t]his oversight would not be effective if the human operator were merely a rubber stamp to approve an engagement.” Jeffrey S. Thurnher, “No One at the Controls: Legal Implications of Fully Autonomous Targeting,” Joint Forces Quarterly, issue 67 (Fourth Quarter 2012), p. 83.
other terms have been used to describe fully autonomous weapons, including “lethal autonomous robots” and “killer robots.”

Fully autonomous weapons, which are the focus of this report, do not yet exist, but technology is moving in the direction of their development and precursors are already in use. Many countries employ weapons defense systems that are programmed to respond automatically to threats from incoming munitions. Other precursors to fully autonomous weapons, either deployed or in development, have antipersonnel functions and are in some cases designed to be mobile and offensive weapons. Militaries value these weapons because they require less manpower, reduce the risks to their own soldiers, and can expedite response time. The examples described in this report show that a number of countries, most notably the United States, are coming close to producing the technology to make complete autonomy for robots a reality and have a strong interest in achieving this goal.

Safeguards for Civilian Protection

According to international law and best practices, states should evaluate new or modified weapons to ensure they do not violate the provisions of international humanitarian law, also called the laws of war. States should conduct weapons reviews at the earliest stages of development and continue them up through any production decision. Given military plans to move toward increasing autonomy for robots, states should now undertake formal assessments of the impacts of proposed fully autonomous weapons and technology that could lead to them even if not yet weaponized.

As this report shows, robots with complete autonomy would be incapable of meeting international humanitarian law standards. The rules of distinction, proportionality, and military necessity are especially important tools for protecting civilians from the effects of war, and fully autonomous weapons would not be able to abide by those rules. Roboticists have proposed different mechanisms to promote autonomous weapons’ compliance with these rules; options include developing an ability to process quantitative algorithms to

---

4 Human Rights Watch telephone interview with Noel Sharkey, September 6, 2012. See also generally Armin Krishnan, Killer Robots: Legality and Ethicality of Autonomous Weapons (Surrey, UK: Ashgate Publishing Limited, 2009). Due to different definitions and understandings, these terms do not necessarily mean the exact same thing to various experts.

analyze combat situations and “strong artificial intelligence (AI),” which would try to mimic human thought. But even with such compliance mechanisms, fully autonomous weapons would lack the human qualities necessary to meet the rules of international humanitarian law. These rules can be complex and entail subjective decision making, and their observance often requires human judgment. For example, distinguishing between a fearful civilian and a threatening enemy combatant requires a soldier to understand the intentions behind a human’s actions, something a robot could not do. In addition, fully autonomous weapons would likely contravene the Martens Clause, which prohibits weapons that run counter to the “dictates of public conscience.”

By eliminating human involvement in the decision to use lethal force in armed conflict, fully autonomous weapons would undermine other, non-legal protections for civilians. First, robots would not be restrained by human emotions and the capacity for compassion, which can provide an important check on the killing of civilians. Emotionless robots could, therefore, serve as tools of repressive dictators seeking to crack down on their own people without fear their troops would turn on them. While proponents argue robots would be less apt to harm civilians as a result of fear or anger, emotions do not always lead to irrational killing. In fact, a person who identifies and empathizes with another human being, something a robot cannot do, will be more reluctant to harm that individual. Second, although relying on machines to fight war would reduce military casualties—a laudable goal—it would also make it easier for political leaders to resort to force since their own troops would not face death or injury. The likelihood of armed conflict could thus increase, while the burden of war would shift from combatants to civilians caught in the crossfire.

Finally, the use of fully autonomous weapons raises serious questions of accountability, which would erode another established tool for civilian protection. Given that such a robot could identify a target and launch an attack on its own power, it is unclear who should be held responsible for any unlawful actions it commits. Options include the military commander that deployed it, the programmer, the manufacturer, and the robot itself, but all are unsatisfactory. It would be difficult and arguably unfair to hold the first three actors liable, and the actor that actually committed the crime—the robot—would not be punishable. As a result, these options for accountability would fail to deter violations of international humanitarian law and to provide victims meaningful retributive justice.
**Recommendations**

Based on the threats fully autonomous weapons would pose to civilians, Human Rights Watch and IHRC make the following recommendations, which are expanded on at the end of this report:

**To All States**

- Prohibit the development, production, and use of fully autonomous weapons through an international legally binding instrument.
- Adopt national laws and policies to prohibit the development, production, and use of fully autonomous weapons.
- Commence reviews of technologies and components that could lead to fully autonomous weapons. These reviews should take place at the very beginning of the development process and continue throughout the development and testing phases.

**To Roboticists and Others Involved in the Development of Robotic Weapons**

- Establish a professional code of conduct governing the research and development of autonomous robotic weapons, especially those capable of becoming fully autonomous, in order to ensure that legal and ethical concerns about their use in armed conflict are adequately considered at all stages of technological development.
I. Unmanned Robots and the Evolution toward Fully Autonomous Weapons

Robots are not new to the battlefield, but their expanding role encroaches upon traditional human responsibilities more than ever before. Most visibly, the use of US Predator, Reaper, and other drones in Afghanistan and elsewhere has provided an early sign of the distancing of human soldiers from their targets. Often piloted from halfway around the globe, these robotic aerial vehicles provide surveillance and identify targets before a human decides to pull the trigger, commanding the drone to deliver lethal force.

In keeping with the escalating use of aerial drones, government planning documents and spending figures indicate that the military of the future will be increasingly unmanned. In recent years, for example, the US Department of Defense has spent approximately $6 billion annually on the research and development, procurement, operations, and maintenance of unmanned systems for war, and that figure is likely to increase rapidly. Drones are seen as just the beginning of a technological revolution. As robotic warfare expert Peter W. Singer suggests, “Predators are merely the first generation—the equivalent of the Model T Ford or the Wright Brothers’ Flyer.”

Unmanned technology possesses at least some level of autonomy, which refers to the ability of a machine to operate without human supervision. At lower levels, autonomy can consist simply of the ability to return to base in case of a malfunction. If a weapon were fully autonomous, it would “identify targets and ... trigger itself.” Today’s robotic weapons still have a human being in the decision-making loop, requiring human intervention before the weapons take any lethal action. The aerial drones currently in operation, for instance, depend on a person to make the final decision whether to fire on a target. As this chapter

---

8 Krishnan, Killer Robots, p. 4.
9 Ibid., p. 5.
illustrates, however, the autonomy of weapons that have been deployed or are under
development is growing quickly. If this trend continues, humans could start to fade out of
the decision-making loop, retaining a limited oversight role—or perhaps no role at all.

Plans for Autonomy

Military policy documents, especially from the United States, reflect clear plans to increase
the autonomy of weapons systems. In its *Unmanned Systems Integrated Roadmap FY2011-
2036*, the US Department of Defense wrote that it “envisions unmanned systems
seamlessly operating with manned systems while gradually reducing the degree of human
control and decision making required for the unmanned portion of the force structure.”

The US plans cover developments in ground, air, and underwater systems. A US roadmap
specifically for ground systems stated, “There is an ongoing push to increase UGV
[unmanned ground vehicle] autonomy, with a current goal of ‘supervised autonomy,’ but
with an ultimate goal of full autonomy.” According to the US Air Force, “[i]ncreasingly
humans will no longer be ‘in the loop’ but rather ‘on the loop’—monitoring the execution of
certain decisions. Simultaneously, advances in AI will enable systems to make combat
decisions and act within legal and policy constraints without necessarily requiring human
input.”

A 2004 US Navy planning document on unmanned undersea vehicles (UUVs)
stated, “While admittedly futuristic in vision, one can conceive of scenarios where UUVs
sense, track, identify, target, and destroy an enemy—all autonomously.” Other countries
are also devoting attention and money to unmanned systems.

---

11 Robotic Systems Joint Project Office, “Unmanned Ground Systems Roadmap,” July 2011,
14 A Congressional Research Service report states, “Thus, some would argue that much new business is likely to be
generated in the UAS [unmanned aerial systems] market, and if U.S. companies fail to capture this market share, European,
Russian, Israeli, Chinese, or South African companies will.” See Jeremiah Gertler, “U.S. Unmanned Aerial Systems,”
September 30, 2012), p. 28. A UK Ministry of Defence report noted, “For high end systems, it is likely that apart from the US,
even major western countries will need to collaborate on UAS [unmanned aircraft systems] development.” See UK Ministry of
http://www.mod.uk/WR/rdonlyn/F9335CB2-73FC-4761-A428-DB7DF4BEC02C/0/20110505JDN_211_UAS_v2U.pdf (accessed
September 30, 2012), p. 4-1. Two weapons reportedly in development are the Russian MiG Skat and the Chinese Invisible
Sword. See Vladimir Kamozov, “MiG and Sukhoi to Join Forces on Russian UCAV,” *Flight*, August 11, 2011,
While emphasizing the desirability of increased autonomy, many of these military documents also stress that human supervision over the use of deadly force will remain, at least in the immediate future. According to the US Department of Defense, “[f]or the foreseeable future, decisions over the use of force and the choice of which individual targets to engage with lethal force will be retained under human control in unmanned systems.” The UK Ministry of Defence stated in 2011 that it “currently has no intention to develop systems that operate without human intervention in the weapon command and control chain.” Such statements are laudable but do not preclude a change in that policy as the capacity for autonomy evolves.

Although the timeline for that evolution is debated, some military experts argue that the technology for fully autonomous weapons could be achieved within decades. The US Air Force predicted that “by 2030 machine capabilities will have increased to the point that humans will have become the weakest component in a wide array of systems and processes.” The UK Ministry of Defence estimated in 2011 that artificial intelligence “as opposed to complex and clever automated systems” could be achieved in 5 to 15 years and that fully autonomous swarms could be available in 2025. Other experts have quoted similar estimates while cautioning that intelligence for weapons that equals that of a human is much further off, and many experts believe it is impossible.

The next two sections examine the development of increasingly autonomous weapons. They are not the focus of this report, which instead highlights the risks posed by fully autonomous weapons. They show, however, that autonomous technology already exists

30, 2012); email communication from Noel Sharkey, professor of artificial intelligence and robotics, University of Sheffield, to Human Rights Watch, September 4, 2012.


and is evolving rapidly. An analysis of these weapons also leads to the conclusion that development of greater autonomy should proceed cautiously, if at all.

**Automatic Weapons Defense Systems**

Automatic weapons defense systems represent one step on the road to autonomy. These systems are designed to sense an incoming munition, such as a missile or rocket, and to respond automatically to neutralize the threat. Human involvement, when it exists at all, is limited to accepting or overriding the computer’s plan of action in a matter of seconds.

The US Navy’s MK 15 Phalanx Close-In Weapons System is designed to identify and fire at incoming missiles or threatening aircraft. This automatic weapons defense system, shown during a live fire exercise, is one step on the road to full autonomy. Photograph by Chief Fire Controlman Brian Kirkwood, US Navy.

The United States has several such systems. The US Navy’s MK 15 Phalanx Close-In Weapons System, the earliest model, was first installed on a ship in 1980, and modified versions are still widely used by the United States and its allies. It is designed to sense

---

approaching anti-ship missiles or threatening aircraft and respond with fire from two 20mm guns with six rotating barrels.\textsuperscript{21} The guns each fire 3,000 to 4,500 rounds per minute.\textsuperscript{22} More recent models aim to defend against small gunboats, artillery, and helicopters.\textsuperscript{23} The Navy describes the Phalanx as “the only deployed close-in weapon system capable of autonomously performing its own search, detect, evaluation, track, engage and kill assessment functions.”\textsuperscript{24}

The Counter Rocket, Artillery, and Mortar System (C-RAM) is a US land-based version of the Phalanx. The United States first deployed it at forward operating bases in Iraq in 2005. Twenty-two systems reportedly had more than 100 successful intercepts of rockets, artillery, and mortars\textsuperscript{25} and provided more than 2,000 warnings to troops.\textsuperscript{26} Like the Phalanx, it can fire 20mm rounds from a six-barrel gun at an incoming munition.\textsuperscript{27} According to one US Army publication, after the C-RAM detects a threat, “a human operator certif[i]es the target,”\textsuperscript{28} but that would have to happen almost instantaneously in order for the C-RAM to destroy the incoming munition in time.

Other countries have developed comparable weapons defense systems. Israel has deployed its Iron Dome near the border with Gaza and in Eilat, near the Sinai Peninsula.\textsuperscript{29} It uses radar to identify short-range rockets and 155mm artillery shells up to 70 kilometers away.\textsuperscript{30} It is armed with 20 Tamir interceptor missiles to respond to such threats, and extended range versions of those missiles are reportedly scheduled to be available in early 2013.\textsuperscript{31} Israel has received financial support for the Iron Dome from the United States, and the US Department of Defense stated that the system, which reportedly has more than an

\begin{flushleft}
\textsuperscript{21} Federation of American Scientists, “MK 15 Phalanx Close-In Weapons System (CIWS).”
\textsuperscript{22} Ibid.
\textsuperscript{24} “MK 15–Phalanx Close-In Weapons Systems (CIWS),” US Navy fact sheet.
\textsuperscript{28} Ibid.
\textsuperscript{31} Katz, “Air Force to Get Two New Iron Dome Batteries,” Jerusalem Post.
\end{flushleft}
80 percent success rate, “has shot down scores of missiles that would have killed Israeli civilians since it was fielded in April 2011.” In a split second after detecting an incoming threat, the Iron Dome sends a recommended response to the threat to an operator. The operator must decide immediately whether or not to give the command to fire in order for the Iron Dome to be effective.

Another example of an automatic weapons defense system is the NBS Mantis, which Germany designed to protect its forward operating bases in Afghanistan. The “short-range force protection system will detect, track and shoot the projectiles within a close range of the target base.” Within 4.5 seconds after detecting targets about three kilometers away, it can fire six 35mm automatic guns at 1,000 rounds per minute. The system has a “very high degree of automation, including automatic target detection and engagement processes which the operator only has to monitor.” Sources were unclear whether “monitoring” also allowed the operator to override the process.

---

These weapon defense systems have a significant degree of autonomy because they can sense and attack targets with minimal human input. Technically, they fall short of being fully autonomous and can better be classified as automatic. Robotics professor Noel Sharkey defines an automatic robot as one that “carries out a pre-programmed sequence of operations or moves in a structured environment. A good example is a robot arm painting a car.” An autonomous robot, he continues, “is similar to an automatic machine except that it operates in open and unstructured environments. The robot is still controlled by a program but now receives information from its sensors that enable it to adjust the speed and direction of its motors (and actuators) as specified by the program.”

Nevertheless, while not the focus of this report, these automatic defense systems can be seen as a step toward greater autonomy in weapons.

As weapons that operate with limited intervention from humans, automatic weapons defense systems warrant further study. On the one hand, they seem to present less danger to civilians because they are stationary and defensive weapons that are designed to destroy munitions, not launch offensive attacks. On the other hand, commentators have questioned the effectiveness of the human supervision in the C-RAM and other automatic weapons defense systems. Writing about the C-RAM, Singer notes, “The human is certainly part of the decision making but mainly in the initial programming of the robot. During the actual operation of the machine, the operator really only exercises veto power, and a decision to override a robot’s decision must be made in only half a second, with few

---

36 Sharkey, “Automating Warfare,” p. EAP 2. Armin Krishnan, author of a comprehensive book entitled Killer Robots, uses a different breakdown but also determines this category of weapons falls short of being fully autonomous. He describes the Phalanx as an example of “pre-programmed autonomy,” which allows for limited independence in decision making. In other words, it “carries out a particular function by following instructions that have been inserted into the machine by a designer or user. Normally, a pre-programmed machine is computer-controlled and it does its work with very little variation. This means that such machines have no or little capacity to vary from the original instructions or from pre-programmed movements.” Krishnan, Killer Robots, pp. 43-44.

37 The Phalanx, part of the Aegis System, was involved in a notable case of civilian casualties. On July 3, 1988, the USS Vincennes, which used the Aegis System, shot down an Iranian passenger airliner, killing 290 civilians. There was significant debate about the cause of the incident. A US Department of Defense report found that “combat induced stress on personnel may have played a significant role in this incident” and recommended study into “stress factors impacting on personnel in modern warships with highly sophisticated command, control, communications and intelligence systems, such as AEGIS.” It also, however, called for further investigation into certain design features of the Aegis system. Whatever the cause of the incident, it shows that great care should be employed in the use of automatic weapons defense systems. See US Department of Defense, “Formal Investigation into the Circumstances Surrounding the Downing of Iran Air Flight 655 on 3 July 1988,” July 28, 1988, http://homepage.ntlworld.com/jksonc/docs/ir655-dod-report.html (accessed September 30, 2012); see also Chris Hables Gray, “The Destruction of Iran Air Flight 655 by the USS Vincennes,” International Affairs, January 17, 2011, http://suite101.com/article/the-destruction-of-iran-air-flight-655-by-the-uss-vincennes-a333613 (accessed September 30, 2012).
willing to challenge what they view as the better judgment of the machine.” When faced with such a situation, people often experience “automation bias,” which is “the tendency to trust an automated system, in spite of evidence that the system is unreliable, or wrong in a particular case.” In addition, automatic weapons defense systems have the potential to endanger civilians when used in populated areas. For example, even the successful destruction of an incoming threat can produce shrapnel that causes civilian casualties. Thus these systems raise concerns about the protection of civilians that full autonomy would only magnify.

Other Precursors to Fully Autonomous Weapons

Other unmanned weapons systems that currently retain humans in or on the loop are also potential precursors to fully autonomous weapons. Militaries have already deployed ground robots, and air models are under development. If their potential for full autonomy in the use of lethal force were realized, these systems would pose a greater threat to civilians than automatic weapons defense systems. As currently designed, the systems discussed below would all have the capability to target humans. In addition, the increased mobility and offensive nature of the air systems in particular would give them more range and make them harder to control than weapons like the Phalanx.

South Korea and Israel have developed and started to use sentry robots that operate on the ground. South Korea installed SGR-1s, costing $200,000 each, along the Demilitarized

---
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The South Korean SGR-1 sentry robot, a precursor to a fully autonomous weapon, can detect people in the Demilitarized Zone and, if a human grants the command, fire its weapons. The robot is shown here during a test with a surrendering enemy soldier. © 2007 Kim Dong-Joo/AFP/Getty Images

Zone (DMZ) for testing in 2010. These stationary robots can sense people in the DMZ with heat and motion sensors and send warnings back to a command center.

From there, human soldiers can communicate with the individual identified and decide whether to fire the robot sentry’s 5.5mm machine gun or 40mm automatic grenade launcher. The SGR-1’s sensors can detect people two miles away during the day and one mile away at night. Its guns can hit targets two miles away. At present, the sentry has

autonomous surveillance capabilities, but it cannot fire without a human command.\textsuperscript{45} The journal of the Institute of Electrical and Electronics Engineers reported, however, “[T]he robot does have an automatic mode, in which it can make the decision.”\textsuperscript{46}

The Israel Defense Forces (IDF) has deployed Sentry Tech systems along Israel’s 60 kilometer border with Gaza. The sentry detects movement and sends signals to a facility “at a distant location.”\textsuperscript{47} Soldiers then evaluate the data and decide whether to fire at the target. The Sentry Tech currently has a 12.7mm or a .50 caliber machine gun with a kill zone of about 1 to 1.5 kilometers.\textsuperscript{48} To increase its range to several kilometers, the IDF is considering adding anti-armor missiles.\textsuperscript{49} Sentry Tech is reportedly designed to defend against people trying to cross the border as well as sniper and rocket attacks.\textsuperscript{50} In 2007, \textit{Jane’s Defence Weekly} described Sentry Tech as “revolutionary” because it could not only detect threats but also engage them.\textsuperscript{51} While the system is currently operated by remote control, an IDF division commander told \textit{Defense News}: “[A]t least in the initial phases of deployment, we’re going to have to keep the man in the loop.”\textsuperscript{52} The commander thus implied that human involvement may not always be the case.

Israel has also deployed the Guardium, “a semi-autonomous unmanned ground system,” which is reportedly used for patrolling Israel’s border with Gaza. It can carry lethal or non-lethal payloads. According to the manufacturer G-NIUS’s brochure, “[t]he Guardium UGV\textsuperscript{TM} was designed to perform routine missions, such as programmed patrols along border routes, but also to autonomously react to unscheduled events, in line with a set of

\begin{itemize}
\item \textsuperscript{45} Ibid.
\item \textsuperscript{46} Jean Kumagai, ”A Robotic Sentry for Korea’s Demilitarized Zone,” \textit{IEEE Spectrum}, March 2007, http://spectrum.ieee.org/robotics/military-robots/a-robotic-sentry-for-koreas-demilitarized-zone (accessed September 30, 2012). According to Sharkey, the South Korean government originally made statements about the “automatic mode” consistent with this article, but it later changed its public position and removed the statements from its websites. Email communication from Noel Sharkey, September 4, 2012.
\item \textsuperscript{50} “Israel Deploying ‘See-Shoot’ RWS along Gaza,” \textit{Defense Industry Daily}.
\item \textsuperscript{52} Barbara Opall-Rome, “Israel Wants Robotic Guns, Missiles to Guard Gaza Border,” \textit{DefenseNews.com}.  
\end{itemize}
guidelines specifically programmed for the site characteristics and security doctrine.”

While the brochure implies there is some level of human oversight because it refers to stationary, mobile, and portable control terminals, it also notes that the Guardium can have “autonomous mission execution.”

Unmanned aircraft are moving beyond existing drones to have greater autonomy. The US Navy has commissioned the X-47B, which will be able to take off from and land on an aircraft carrier and refuel on its own power. It was tested multiple times in 2012 and is scheduled in 2013 to do a trial landing on a carrier, “one of aviation’s most difficult maneuvers.” Although as a prototype it will not carry weapons, it has reportedly been designed for eventual “combat purposes,” and it has two weapons bays with a total payload capacity of 4,500 pounds. Humans remain on the loop for the time being, but their role in the flight of the X-47B is limited. Northrop Grumman described it as a system that “takes off, flies a preprogrammed mission, and then returns to base in response to mouse clicks from its mission operator. The mission operator monitors the X-47B air vehicle’s operation, but does not actively ‘fly’ it via remote control as is the case for other unmanned systems currently in operation.” The Los Angeles Times called it “a paradigm shift in warfare, one that is likely to have far-reaching consequences. With the drone’s ability to be flown autonomously by onboard computers, it could usher in an era when death and destruction can be dealt by machines operating semi-independently.”

---


60 Hennigan, “New Drone Has No Pilot Anywhere, so Who’s Accountable?” Los Angeles Times.
The US Navy’s X-47B, currently undergoing testing, has been commissioned to fly with greater autonomy than existing drones. While the prototype will not carry weapons, it has two weapons bays that could make later models serve a combat function. Photograph by DARPA.

The United Kingdom unveiled a prototype of its Taranis combat aircraft in 2010. Designers described it as “an autonomous and stealthy unmanned aircraft” that aims to strike “targets with real precision at long range, even in another continent.”61 Because Taranis is only a prototype, it is not armed, but it includes two weapons bays and could eventually carry bombs or missiles.62 Similar to existing drones, Taranis would presumably be designed to launch attacks against persons as well as materiel. It would also be able to defend itself from enemy aircraft.63 At this point, the Taranis is expected to retain a human in the loop. The UK Ministry of Defence stated, “Should such systems enter into service, they will at all times be under the control of highly trained military crews on the ground.”64 Asked if the Taranis would one day choose its own targets, Royal Air Force Air Chief Marshal Simon Bryant

---

responded, “This is a very sensitive area we are paying a lot of attention to.” He thus left the door open to the possibility of greater autonomy in the future.

The United Kingdom’s Taranis combat aircraft, whose prototype was unveiled in 2010, is designed to strike distant targets, “even in another continent.” While the Ministry of Defence has stated that humans will remain in the loop, the Taranis exemplifies the move toward increased autonomy.

Other countries have also developed or procured unmanned aircraft that are precursors to fully autonomous weapons. The Israeli Harpy, for example, has been described as a combination of an unmanned aerial vehicle and a cruise missile. It is designed to fly “autonomously to the patrol area.” Once there, it seeks to detect hostile radar signals and then destroy a target with a high explosive warhead.

66 Another autonomous UK aircraft developed by the same company is the Mantis. First tested in October 2009, it is designed to fly autonomously, even during bad weather, so that “ground station operators [can] focus on the overall task, rather than vehicle control.” While primarily intended for surveillance and military transport, it would reportedly be able to “identify and destroy targets using its missiles or bombs”; it can carry air-to-air missiles or precision guided bombs weighing 226 kg. The United Kingdom pulled funding before “armed variants” were tested, although the developer reports that it plans to continue work on the aircraft, which it describes as “intelligent ... autonomous ... unique.” See “Mantis MALE Unmanned Aerial Vehicle (UAV), United Kingdom,” Airforce-Technology.com, http://www.airforce-technology.com/projects/mantis-uav/ (accessed October 4, 2012); BAE Systems, “MANTIS,” http://www.baesystems.com/product/BAES_019760?_afrLoop=716320862883000&_afrWindowMode=0&_afrWindowId=nll&baesessionid=xk5TQjQhZQfpJLy1p8g22z5YKRxNhsB7d2G5bnGjG8nTjzqPjIN92979655#%40%3F_afrWindowId%3Dnull%26baesessionid%3Dxk5TQjQhZQfpJLy1p8g22z5YKRxNhsB7d2G5bnGjG8nTjzqPjIN92979655%26_afrLoop%3D716320862883000%26_afrWindowMode%3D0%26_adf.ctrl-state%3D153ns2xf3k_4 (accessed October 4, 2012).
The US military’s SWARMS technology would also involve autonomous aircraft, but in this case, many such aircraft would navigate in a synchronized way with a human controller directing them as a group “swarm” rather than individually. While initially designed to gather intelligence, SWARMS could one day undertake offensive operations. For example, their numbers, designed to be a force multiplier, could overwhelm an air defense system. At least at this point, designers envision that SWARMS would have a human on the loop. Tests done in August 2012 showed that a single “operator on the ground, using only a laptop and a military radio, can command an unmanned aerial vehicle (UAV) ‘swarm.’” The ability of a single operator to have effective oversight of dozens or even hundreds of aircraft seems implausible to many experts. As a result, a swarm could operate as a de facto out-of-the-loop weapon.

Because humans still retain control over the decisions to use lethal force, the above weapons systems are not, at least yet, fully autonomous, but they are moving rapidly in that direction. Human oversight is minimal, especially in the case of SWARMS. At the same time, technology is developing that allows weapons to identify targets and travel to and around a battle zone on their own power. Proponents tout military advantages, such as a reduction in the number of human troops required for military operations, the availability of sentries not influenced by laziness or fear, and faster response time. Technological developments combined with these advantages of autonomy create incentives for states to develop weapons with greater autonomy.


71 “Boeing Team Demonstrates Expanded Control of Unmanned Aircraft Swarm,” Boeing news release.

72 For more information on experts’ concerns with this technology, see “Robot Wars,” The Engineer, June 6, 2011.

Critics have two major concerns, however. First, they question the effectiveness of the existing limited human oversight. Second, they worry that the next step will be to grant these systems control over launching attacks. Speaking of Taranis, for example, Sharkey, a computer scientist and vocal critic of fully autonomous weapons, said, “But warning bells ring for me when they talk about Taranis being ‘a fully autonomous intelligent system’ together with applications in ‘deep missions’ and having a ‘deep target attack’ capability…. We need to know if this means the robot planes will choose their own targets and destroy them—because they certainly will not have the intelligence to discriminate between civilians and combatants.” Control systems specialist Nick Jennings did not object to SWARMS technology as a surveillance tool, but he warned, “We don’t want UAVs selecting targets and working out how best to carry out an attack.” Full autonomy would give weapons this power to decide when to fire.

Given that some believe that full autonomy could become a reality within 20 or 30 years, it is essential to consider the implications of the technology as soon as possible. Both supporters and skeptics have agreed on this point. The UK Ministry of Defence wrote, “[I]f we wish to allow systems to make independent decisions without human intervention, some considerable work will be required to show how such systems will operate legally.” Philip Alston, when serving as the UN special rapporteur on extrajudicial, summary or arbitrary executions, warned that “[u]rgent consideration needs to be given to the legal, ethical and moral implications of the development and use of robot technologies, especially but not limited to uses for warfare.” The rest of this report will explore these implications, particularly as they relate to the protection of civilians during times of armed conflict.
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II. Article 36 and the Requirement to Review New Weapons

States should review new and modified weapons for their compliance with international law. This rule is codified in Article 36 of Additional Protocol I to the Geneva Conventions, which states:

In the study, development, acquisition or adoption of a new weapon, means or method of war, a High Contracting Party is under an obligation to determine whether its employment would, in some or all circumstances, be prohibited by this Protocol or by any other rule of international law applicable to the High Contracting Party.  

Whether considered new types of weapons or modifications of ones that have greater human supervision, autonomous weapons should be subject to such reviews. In fact, the International Committee of the Red Cross (ICRC) specifically highlighted autonomous weapons as an area of concern in its authoritative commentary on Article 36. The ICRC wrote, “The use of long distance, remote control weapons, or weapons connected to sensors positioned in the field, leads to the automation of the battlefield in which the soldier plays an increasingly less important role.... [A]ll predictions agree that if man does not master technology, but allows it to master him, he will be destroyed by technology.”

This statement from 1987 raised alarms about the risks of partly autonomous weapons. The warning is even more apt for fully autonomous models.

All states, whether or not they are party to Protocol I, should conduct weapons reviews. Some experts contend that Article 36 is customary international law binding on all states, while others see it as a best practice. The ICRC argues that the obligation applies to all
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states because “the faithful and responsible application of its international law obligations would require a State to ensure that the new weapons, means and methods of warfare it develops or acquires will not violate these obligations.” Regardless of their opinion of Article 36’s legal status, many weapons producing states have accepted the obligation to review. The list includes the United States, which is not party to Protocol I but has been a leader in robot research.

The review of weapons, including robotic ones, should take place at the earliest stage possible and continue through any development that proceeds. For a producing state, “reviews should take place at the stage of the conception/design of the weapon, and thereafter at the stages of its technological development (development of prototypes and testing), and in any case before entering into the production contract.” Evaluations of weapons being modified should similarly be started early in the process. States must also review weapons that they plan to acquire rather than produce themselves. Given that certain states, such as the United States, are putting large amounts of money into research and development of autonomous weapons, the time to begin reviews is now. In addition to being required, an early assessment is in a state’s interest because weapons development can be expensive and it makes sense to avoid costs that may produce only an unlawful weapon.

When determining if a review is necessary, states should define “weapon” broadly to encompass major components and final products. There has been some concern that the United States dodged a review of at least one new unmanned system by arguing that evaluations of its individual components were sufficient. The Judge Advocate General’s office reportedly said that it did not need to review a newly weaponized Predator drone because both the Predator, when used for surveillance, and the Hellfire missile with which
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it was to be armed, had previously passed reviews when considered separately.\textsuperscript{88} An ICRC guide to Article 36, however, says reviews should cover “an existing weapon that is modified in a way that alters its function, or a weapon that has already passed a legal review but that is subsequently modified.”\textsuperscript{89} This rule is especially important for robots because they are complex systems that often combine a multitude of components that work differently in different combinations.

Reviews should also be sensitive to the fact that some robotic technology, while not inherently harmful, has the potential one day to be weaponized. As soon as such robots are weaponized, states should initiate their regular, rigorous review process. It would be even better to review this technology before weaponization to ensure that robots do not


\textsuperscript{89} ICRC, \textit{A Guide to the Legal Review of New Weapons, Means and Methods of Warfare}, p. 10.
get to that stage, especially since states are more reluctant to give up weapons later in the development process. Such reviews would be designed to preempt fully autonomous weapons that are inconsistent with international humanitarian law, not to block all work in robotics.

The purpose of a weapons review is to determine if the new or modified weapon would be prohibited by international law. First, states should consider prohibitions under existing weapons treaties. While it is possible that fully autonomous weapons could include components banned or regulated by such treaties, there is no existing treaty that prohibits them as a class. States must then evaluate whether a weapon runs counter to other treaties or customary law. Particularly significant for this discussion are the rules of distinction, proportionality, and military necessity, the cornerstones of international humanitarian law, all of which are accepted as customary. The Martens Clause, which prohibits weapons that run counter to the “dictates of public conscience,” may also be relevant.

The requirement of distinction is arguably the bedrock principle of international humanitarian law. According to customary international law, articulated in Protocol I to the Geneva Conventions, combatants must “distinguish between the civilian population and combatants.” Attacks that fail to distinguish are indiscriminate and unlawful. Indiscriminate attacks include those that do not target a specific military objective, “employ a method or means of combat which cannot be directed at a specific military objective,” or “employ a method or means of combat the effects of which cannot be limited.”

International humanitarian law also prohibits disproportionate attacks, in which civilian harm outweighs military benefits. Protocol I defines a disproportionate attack as one that “may be expected to cause incidental loss of civilian life, injury to civilians, damage to
civilian objects, or a combination thereof, which would be excessive in relation to the concrete and direct military advantage anticipated.” Determination of proportionality requires a subjective balancing of the military and civilian impacts of an attack as anticipated before it is launched.

Although not clearly articulated in a single treaty, the concept of military necessity “infuses” international humanitarian law. It provides that lethal force may only be used for the explicit purpose of defeating an adversary, it must be proportionate, and it “cannot justify violation of the other rules of [international humanitarian law].” As one scholar described it, “Military necessity dictates that military force should only be used against the enemy to the extent necessary for winning the war.” For example, attacking surrendering or wounded troops would be unlawful because it is not essential for victory and is expressly prohibited by the Geneva Conventions.

Finally, reviews should assess a weapon under the Martens Clause. The clause dates back to the 1899 and 1907 Hague Conventions and was codified more recently in Article 1(2) of Protocol 1, which states:

In cases not covered by this Protocol or by other international agreements, civilians and combatants remain under the protection and authority of the principles of international law derived from established custom, from the principles of humanity and from dictates of public conscience.
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In other words, even if a means of war does not violate an existing treaty or customary law, it can still be found unlawful if it contravenes the principles of humanity or the dictates of public conscience. The International Court of Justice, which found the rule to be customary international law, noted that it “had proved to be an effective means of addressing rapid evolution of military technology.” The clause is a useful tool for evaluating and governing emerging weapons because they often develop faster than international law.

States interested in developing or acquiring fully autonomous weapons should initiate detailed legal reviews of any existing or proposed technology that could lead to such robots. These reviews should begin in the early stages of development, address all configurations of the weapons, and consider such key principles of international humanitarian law as distinction, proportionality, and military necessity. They should also take into account the Martens Clause. States should then cease development of any weapons that fail to meet legal requirements before they become so invested in the technology that they will be reluctant to give it up.
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104 *Legality of the Threat or Use of Nuclear Weapons*, International Court of Justice, Advisory Opinion, July 8, 1996, paras. 78, 84.

III. International Humanitarian Law Compliance
Mechanisms

Proponents of fully autonomous weapons have recognized that such new robots would have to comply with international humanitarian law. Supporters have therefore proposed a variety of compliance mechanisms, two of which will be discussed below, that seek to prevent any violations of the laws of war.106

Arkin’s “Ethical Governor”

Ronald Arkin, a roboticist at the Georgia Institute of Technology, has articulated the “most comprehensive architecture” for a compliance mechanism.107 Recognizing the importance of new weapons meeting legal standards, Arkin writes, “The application of lethal force as a response must be constrained by the LOW [law of war] and ROE [rules of engagement] before it can be employed by the autonomous system.”108 He argues that such constraints can be achieved through an “ethical governor.”

The ethical governor is a complex proposal that would essentially require robots to follow a two-step process before firing. First, a fully autonomous weapon with this mechanism must evaluate the information it senses and determine whether an attack is prohibited under international humanitarian law and the rules of engagement. If an attack violates a constraint, such as the requirement that an attack must distinguish between combatant and noncombatant, it cannot go forward. If it does not violate a constraint, it can still only proceed if attacking the target is required under operational orders.109 The evaluation at this stage consists of binary yes-or-no answers.

106 For examples of other compliance mechanisms, such as the rule-based and advisory systems, value-sensitive design, and user-centered design, see Asaro, “Modeling the Moral User,” IEEE Technology and Society Magazine.
109 Ibid., pp. 183-184.
Under the second step, the autonomous robot must assess the attack under the proportionality test.\textsuperscript{110} The ethical governor quantifies a variety of criteria, such as the likelihood of a militarily effective strike and the possibility of damage to civilians or civilian objects, based on technical data. Then it uses an algorithm that combines statistical data with “incoming perceptual information” to evaluate the proposed strike “in a utilitarian manner.”\textsuperscript{111} The robot can fire only if it finds the attack “satisfies all ethical constraints and minimizes collateral damage in relation to the military necessity of the target.”\textsuperscript{112}

Arkin argues that with the ethical governor, fully autonomous weapons would be able to comply with international humanitarian law better than humans. For example, they would be able to sense more information and process it faster than humans could. They would not be inhibited by the desire for self-preservation. They would not be influenced by emotions such as anger or fear. They could also monitor the ethical behavior of their human counterparts.\textsuperscript{113} While optimistic, Arkin recognizes that it is premature to determine whether effective compliance with this mechanism is feasible.\textsuperscript{114}

“Strong AI”

Another, even more ambitious approach strives to “match and possibly exceed human intelligence” in engineering international humanitarian law-compliant autonomous robots.\textsuperscript{115} The UK Ministry of Defence has recognized that “some form of artificial intelligence [AI]” will be necessary to ensure autonomous weapons fully comply with principles of international humanitarian law.\textsuperscript{116} It defines a machine with “true artificial intelligence” as having “a similar or greater capacity to think like a human” and distinguishes that intelligence from “complex and clever automated systems.”\textsuperscript{117} John McGinnis, a Northwestern University law professor, advocates for the development of robotic weapons with “strong AI,” which he defines as the “creation of machines with the

\textsuperscript{110} Ibid., p. 185.
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\textsuperscript{114} Ibid., p. 211.
\textsuperscript{115} Krishnan, Killer Robots, p. 47.
\textsuperscript{116} UK Ministry of Defence, The UK Approach to Unmanned Aircraft Systems, p. 5-4.
\textsuperscript{117} Ibid., p. 6-12.
general human capacity for abstract thought and problem solving.” McGinnis argues that “AI-driven robots on the battlefield may actually lead to less destruction, becoming a civilizing force in wars as well as an aid to civilization in its fight against terrorism.”

Such a system presumes that computing power will approach the cognitive power of the human brain, but many experts believe this assumption may be more of an aspiration than a reality. Whether and when scientists could develop strong AI is “still very much disputed.” While some scientists have argued that strong AI could be developed in the twenty-first century, so far it has been “the Holy Grail in AI research: highly desirable, but still unattainable.” Even if the development of fully autonomous weapons with human-like cognition became feasible, they would lack certain human qualities, such as emotion, compassion, and the ability to understand humans. As a result, the widespread adoption of such weapons would still raise troubling legal concerns and pose other threats to civilians. As detailed in the following sections, Human Rights Watch and IHRC believe human oversight of robotic weapons is necessary to ensure adequate protection of civilians in armed conflict.


120 Krishnan, Killer Robots, p. 48. See also email communication from Noel Sharkey, September 4, 2012 (saying that such technology will “remain science fiction—at least for the next 100 years or maybe always.”). For an alternative assessment, see McGinnis, “Accelerating AI,” Northwestern University Law Review, p. 368. McGinnis argues there is “a substantial possibility of [it] becoming a reality.”
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IV. Challenges to Compliance with International Humanitarian Law

An initial evaluation of fully autonomous weapons shows that even with the proposed compliance mechanisms, such robots would appear to be incapable of abiding by the key principles of international humanitarian law. They would be unable to follow the rules of distinction, proportionality, and military necessity and might contravene the Martens Clause. Even strong proponents of fully autonomous weapons have acknowledged that finding ways to meet those rules of international humanitarian law are “outstanding issues” and that the challenge of distinguishing a soldier from a civilian is one of several “daunting problems.”\textsuperscript{122} Full autonomy would strip civilians of protections from the effects of war that are guaranteed under the law.

Distinction

The rule of distinction, which requires armed forces to distinguish between combatants and noncombatants, poses one of the greatest obstacles to fully autonomous weapons complying with international humanitarian law. Fully autonomous weapons would not have the ability to sense or interpret the difference between soldiers and civilians, especially in contemporary combat environments.

Changes in the character of armed conflict over the past several decades, from state-to-state warfare to asymmetric conflicts characterized by urban battles fought among civilian populations, have made distinguishing between legitimate targets and noncombatants increasingly difficult. States likely to field autonomous weapons first—the United States, Israel, and European countries—have been fighting predominately counterinsurgency and unconventional wars in recent years. In these conflicts, combatants often do not wear uniforms or insignia. Instead they seek to blend in with the civilian population and are frequently identified by their conduct, or their “direct participation in hostilities.”\textsuperscript{123} Although there is no consensus on the definition of direct participation in hostilities, it can be summarized as engaging in or directly supporting military operations.\textsuperscript{123} Armed forces may

\textsuperscript{122} Arkin, Governing Lethal Behavior in Autonomous Robots, pp. 126, 211.

\textsuperscript{123} The notion of “direct participation in hostilities” is a complex legal concept upon which states have not reached a consensus definition. After wide consultation with experts from militaries, governments, academia, and nongovernmental...
attack individuals directly participating in hostilities, but they must spare noncombatants.\footnote{310}

It would seem that a question with a binary answer, such as “is an individual a combatant?” would be easy for a robot to answer, but in fact, fully autonomous weapons would not be able to make such a determination when combatants are not identifiable by physical markings. First, this kind of robot might not have adequate sensors. Krishnan writes, “Distinguishing between a harmless civilian and an armed insurgent could be beyond anything machine perception could possibly do. In any case, it would be easy for terrorists or insurgents to trick these robots by concealing weapons or by exploiting their sensual and behavioral limitations.”\footnote{311}

An even more serious problem is that fully autonomous weapons would not possess human qualities necessary to assess an individual’s intentions, an assessment that is key to distinguishing targets. According to philosopher Marcello Guarini and computer scientist Paul Bello, “[i]n a context where we cannot assume that everyone present is a combatant, then we have to figure out who is a combatant and who is not. This frequently requires the attribution of intention.”\footnote{312} One way to determine intention is to understand an individual’s emotional state, something that can only be done if the soldier has emotions. Guarini and Bello continue, “A system without emotion ... could not predict the emotions or action of others based on its own states because it has no emotional states.”\footnote{313} Roboticist Noel Sharkey echoes this argument: “Humans understand one another in a way that machines cannot. Cues can be very subtle, and there are an infinite number of circumstances where lethal force is inappropriate.”\footnote{314} For example, a frightened mother may run after her two children and yell at them to stop playing with toy guns near a soldier. A human soldier could identify with the mother’s fear and the children’s game and thus recognize their intentions.

\footnotetext[124]{Protocol I, art. 51(3); Protocol Additional to the Geneva Conventions of 12 August 1949, and Relating to the Protection of Victims of Non-International Armed Conflicts (Protocol II), 1125 U.N.T.S. 609, entered into force December 7, 1978, art. 13(3).}
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\footnotetext[126]{Marcello Guarini and Paul Bello, “Robotic Warfare: Some Challenges in Moving from Noncivilian to Civilian Theaters,” in Lin, Abney, and Bekey, eds., \textit{Robot Ethics}, p. 131.}
\footnotetext[127]{Ibid., p. 138.}
\footnotetext[128]{Sharkey, “Killing Made Easy,” in Lin, Abney, and Bekey, eds., \textit{Robot Ethics}, p. 118.}
as harmless, while a fully autonomous weapon might see only a person running toward it and two armed individuals. The former would hold fire, and the latter might launch an attack. Technological fixes could not give fully autonomous weapons the ability to relate to and understand humans that is needed to pick up on such cues.

Proportionality

The requirement that an attack be proportionate, one of the most complex rules of international humanitarian law, requires human judgment that a fully autonomous weapon would not have. The proportionality test prohibits attacks if the expected civilian harm of an attack outweighs its anticipated military advantage. Michael Schmitt, professor at the US Naval War College, writes, “While the rule is easily stated, there is no question that proportionality is among the most difficult of LOIAC [law of international armed conflict] norms to apply.” Peter Asaro, who has written extensively on military robotics, describes it as “abstract, not easily quantified, and highly relative to specific contexts and subjective estimates of value.”

Determining the proportionality of a military operation depends heavily on context. The legally compliant response in one situation could change considerably by slightly altering the facts. According to the US Air Force, “[p]roportionality in attack is an inherently subjective determination that will be resolved on a case-by-case basis.” It is highly unlikely that a robot could be pre-programmed to handle the infinite number of scenarios it might face so it would have to interpret a situation in real time. Sharkey contends that “the number of such circumstances that could occur simultaneously in military encounters is vast and could cause chaotic robot behavior with deadly consequences.” Others argue that the “frame problem,” or the autonomous robot’s incomplete understanding of its external environment resulting from software limitations, would inevitably lead to “faulty
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According to such experts, the robot’s problems with analyzing so many situations would interfere with its ability to comply with the proportionality test.

Those who interpret international humanitarian law in complicated and shifting scenarios consistently invoke human judgment, rather than the automatic decision making characteristic of a computer. The authoritative ICRC commentary states that the proportionality test is subjective, allows for a “fairly broad margin of judgment,” and “must above all be a question of common sense and good faith for military commanders.” International courts, armed forces, and others have adopted a “reasonable military commander” standard. The International Criminal Tribunal for the Former Yugoslavia, for example, wrote, “In determining whether an attack was proportionate it is necessary to examine whether a reasonably well-informed person in the circumstances of the actual perpetrator, making reasonable use of the information available to him or her, could have expected excessive civilian casualties to result from the attack.” The test requires more than a balancing of quantitative data, and a robot could not be programmed to duplicate the psychological processes in human judgment that are necessary to assess proportionality.

A scenario in which a fully autonomous aircraft identifies an emerging leadership target exemplifies the challenges such robots would face in applying the proportionality test. The aircraft might correctly locate an enemy leader in a populated area, but then it would have to assess whether it was lawful to fire. This assessment could pose two problems. First, if the target were in a city, the situation would be constantly changing and thus potentially overwhelming; civilian cars would drive to and fro and a school bus might even enter the scene. As discussed above, experts have questioned whether a fully autonomous aircraft could be designed to take into account every movement and adapt to an ever-evolving proportionality calculus. Second, the aircraft would also need to weigh the anticipated advantages of attacking the leader against the number of civilians expected to be killed.

Each leader might carry a different weight and that weight could change depending on the moment in the conflict. Furthermore, humans are better suited to make such value judgments, which cannot be boiled down to a simple algorithm. Proponents might argue that fully autonomous weapons with strong AI would have the capacity to apply reason to questions of proportionality. Such claims assume the technology is possible, but that is in dispute as discussed above. There is also the threat that the development of robotic technology would almost certainly outpace that of artificial intelligence. As a result, there is a strong likelihood that advanced militaries would introduce fully autonomous weapons to the battlefield before the robotics industry knew whether it could produce strong AI capabilities. Finally, even if a robot could reach the required level of reason, it would fail to have other characteristics—such as the ability to understand humans and the ability to show mercy—that are necessary to make wise legal and ethical choices beyond the proportionality test.

Military Necessity

Like proportionality, military necessity requires a subjective analysis of a situation. It allows “military forces in planning military actions ... to take into account the practical requirements of a military situation at any given moment and the imperatives of winning,” but those factors are limited by the requirement of “humanity.” One scholar described military necessity as “a context-dependent, value-based judgment of a commander (within certain reasonableness restraints).” Identifying whether an enemy soldier has become hors de combat, for example, demands human judgment. A fully autonomous robot sentry would
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139 US Army lawyer Major Jeffrey Thurnher recognizes that fully autonomous weapons could face challenges with the proportionality test and suggests they not be used for targets of opportunity. At the same time, he argues they might be appropriate for high value targets because greater “collateral damage” would be permissible in attacks on such targets. Thurnher does not examine the more complex scenario in which a high value target is identified as a target of opportunity. Thurnher, “No One at the Controls,” Joint Forces Quarterly, pp. 81-83.


142 According to Article 41 of Protocol I, an individual is considered hors de combat if: “(a) he is in the power of an adverse Party; (b) he clearly expresses an intention to surrender; or (c) he has been rendered unconscious or is otherwise incapacitated by wounds or sickness, and therefore is incapable of defending himself; provided that in any of these cases he abstains from any hostile act and does not attempt to escape.” Protocol I, art. 41(2).
find it difficult to determine whether an intruder it shot once was merely knocked to the ground by the blast, faking an injury, slightly wounded but able to be detained with quick action, or wounded seriously enough to no longer pose a threat. It might therefore unnecessarily shoot the individual a second time. Fully autonomous weapons are unlikely to be any better at establishing military necessity than they are proportionality.

Military necessity is also relevant to this discussion because proponents could argue that, if fully autonomous weapons were developed, their use itself could become a military necessity in certain circumstances. Krishnan warns that the development of “[t]echnology can largely affect the calculation of military necessity.” He writes: “Once [autonomous weapons] are widely introduced, it becomes a matter of military necessity to use them, as they could prove far superior to any other type of weapon.” He argues such a situation could lead to armed conflict dominated by machines, which he believes could have “disastrous consequences.” Therefore, “it might be necessary to restrict, or maybe even prohibit [autonomous weapons] from the beginning in order to prevent a dynamics that will lead to the complete automation of war that is justified by the principle of necessity.” The consequences of applying the principle of military necessity to the use of fully autonomous weapons could be so dire that a preemptive restriction on their use is justified.

**Martens Clause**

Fully autonomous weapons also raise serious concerns under the Martens Clause. The clause, which encompasses rules beyond those found in treaties, requires that means of warfare be evaluated according to the “principles of humanity” and the “dictates of public conscience.” Both experts and laypeople have an expressed a range of strong opinions about whether or not fully autonomous machines should be given the power to deliver lethal force without human supervision. While there is no consensus, there is certainly a large number for whom the idea is shocking and unacceptable. States should take their perspective into account when determining the dictates of public conscience.
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Ronald Arkin, who supports the development of fully autonomous weapons, helped conduct a survey that offers a glimpse into people’s thoughts about the technology. The survey sought opinions from the public, researchers, policymakers, and military personnel, and given the sample size it should be viewed more as descriptive than quantitative, as Arkin noted. The results indicated that people believed that the less an autonomous weapon was controlled by humans, the less acceptable it was. In particular, the survey determined that “[t]aking life by an autonomous robot in both open warfare and covert operations is unacceptable to more than half of the participants.” Arkin concluded, “People are clearly concerned about the potential use of lethal autonomous robots. Despite the perceived ability to save soldiers’ lives, there is clear concern for collateral damage, in particular civilian loss of life.” Even if such anecdotal evidence does not create binding law, any review of fully autonomous weapons should recognize that for many people these weapons are unacceptable under the principles laid out in the Martens Clause.

**Conclusion**

To comply with international humanitarian law, fully autonomous weapons would need human qualities that they inherently lack. In particular, such robots would not have the ability to relate to other humans and understand their intentions. They could find it difficult to process complex and evolving situations effectively and could not apply human judgment to deal with subjective tests. In addition, for many the thought of machines making life-and-death decisions previously in the hands of humans shocks the conscience. This inability to meet the core principles of international humanitarian law would erode legal protections and lead fully autonomous weapons to endanger civilians during armed conflict. The development of autonomous technology should be halted before it reaches the point where humans fall completely out of the loop.
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148 Ibid., p. 53.
149 Ibid.
150 Ibid., p. 55.
V. Other Threats to Civilian Protection

In addition to being unable to meet international humanitarian law standards, fully autonomous weapons would threaten other safeguards against civilian deaths and injuries. Two characteristics touted by proponents as making these robots superior to human soldiers—their lack of emotion and their ability to reduce military casualties—can in fact undermine civilian protection. First, delegating to machines the decision of when to fire on a target would eliminate the influence of human empathy, an important check on killing. Second, assigning combat functions to robots minimizes military casualties but risks making it easier to engage in armed conflict and shifts the burden of war onto the civilian population. Humans should therefore retain control over the choice to use deadly force. Eliminating human intervention in the choice to use deadly force could increase civilian casualties in armed conflict.

The Lack of Human Emotion

Proponents of fully autonomous weapons suggest that the absence of human emotions is a key advantage, yet they fail adequately to consider the downsides. Proponents emphasize, for example, that robots are immune from emotional factors, such as fear and rage, that can cloud judgment, distract humans from their military missions, or lead to attacks on civilians. They also note that robots can be programmed to act without concern for their own survival and thus can sacrifice themselves for a mission without reservations.\textsuperscript{151} Such observations have some merit, and these characteristics accrue to both a robot’s military utility and its humanitarian benefits.

Human emotions, however, also provide one of the best safeguards against killing civilians, and a lack of emotion can make killing easier. In training their troops to kill enemy forces, armed forces often attempt “to produce something close to a ‘robot psychology,’ in which what would otherwise seem horrifying acts can be carried out coldly.”\textsuperscript{152} This desensitizing process may be necessary to help soldiers carry out combat

operations and cope with the horrors of war, yet it illustrates that robots are held up as the ultimate killing machines.

Whatever their military training, human soldiers retain the possibility of emotionally identifying with civilians, “an important part of the empathy that is central to compassion.” Robots cannot identify with humans, which means that they are unable to show compassion, a powerful check on the willingness to kill. For example, a robot in a combat zone might shoot a child pointing a gun at it, which might be a lawful response but not necessarily the most ethical one. By contrast, even if not required under the law to do so, a human soldier might remember his or her children, hold fire, and seek a more merciful solution to the situation, such as trying to capture the child or advance in a different direction. Thus militaries that generally seek to minimize civilian casualties would find it more difficult to achieve that goal if they relied on emotionless robotic warriors.

Fully autonomous weapons would conversely be perfect tools of repression for autocrats seeking to strengthen or retain power. Even the most hardened troops can eventually turn on their leader if ordered to fire on their own people. A leader who resorted to fully autonomous weapons would be free of the fear that armed forces would rebel. Robots would not identify with their victims and would have to follow orders no matter how inhumane they were.

Several commentators have expressed concern about fully autonomous weapons’ lack of emotion. Calling for preservation of the role of humans in decisions to use lethal force, a US colonel who worked on the US Future Combat Systems program recognized the value of human feelings. He said, “We would be morally bereft if we abrogate our responsibility to make the life-and-death decisions required on a battlefield as leaders and soldiers with human compassion and understanding.”

---

153 Hugo Slim, Killing Civilians: Methods, Madness and Morality in War (New York: Columbia University Press, 2008), p. 34.
One of the greatest restraints for the cruelty in war has always been the natural inhibition of humans not to kill or hurt fellow human beings. The natural inhibition is, in fact, so strong that most people would rather die than kill somebody.... Taking away the inhibition to kill by using robots for the job could weaken the most powerful psychological and ethical restraint in war. War would be inhumanely efficient and would no longer be constrained by the natural urge of soldiers not to kill.\footnote{Krishnan, \textit{Killer Robots}, p. 130. See also Sharkey, “Killing Made Easy,” in Lin, Abney, and Bekey, eds., \textit{Robot Ethics}, p. 121 (“To be humane is, by definition, to be characterized by kindness, mercy, and sympathy, or to be marked by an emphasis on humanistic values and concern.”).}

Rather than being understood as irrational influences and obstacles to reason, emotions should instead be viewed as central to restraint in war.

**Making War Easier and Shifting the Burden to Civilians**

Advances in technology have enabled militaries to reduce significantly direct human involvement in fighting wars. The invention of the drone in particular has allowed the United States to conduct military operations in Afghanistan, Pakistan, Yemen, Libya, and elsewhere without fear of casualties to its own personnel. As Singer notes, “[M]ost of the focus on military robotics is to use robots as a replacement for human losses.”\footnote{Singer, \textit{Wired for War}, p. 418.} Despite this advantage, the development brings complications. The UK Ministry of Defence highlighted the urgency of more vigorous debate on the policy implications of the use of unmanned weapons to “ensure that we do not risk losing our controlling humanity and make war more likely.”\footnote{UK Ministry of Defence, \textit{The UK Approach to Unmanned Aircraft Systems}, p. 5-9.} Indeed, the gradual replacement of humans with fully autonomous weapons could make decisions to go to war easier and shift the burden of armed conflict from soldiers to civilians in battle zones.

While technological advances promising to reduce military casualties are laudable, removing humans from combat entirely could be a step too far. Warfare will inevitably result in human casualties, whether combatant or civilian. Evaluating the human cost of warfare should therefore be a calculation political leaders always make before resorting to the use of military force. Leaders might be less reluctant to go to war, however, if the threat
to their own troops were decreased or eliminated. In that case, “states with roboticized forces might behave more aggressively.... [R]obotic weapons alter the political calculation for war.”\(^{159}\) The potential threat to the lives of enemy civilians might be devalued or even ignored in decisions about the use of force.\(^{160}\)

The effect of drone warfare offers a hint of what weapons with even greater autonomy could lead to. Singer and other military experts contend that drones have already lowered the threshold for war, making it easier for political leaders to choose to use force.\(^{161}\) Furthermore, the proliferation of unmanned systems, which according to Singer has a “profound effect on ‘the impersonalization of battle,’”\(^{162}\) may remove some of the instinctual objections to killing. Unmanned systems create both physical and emotional distance from the battlefield, which a number of scholars argue makes killing easier.\(^{163}\) Indeed, some drone operators compare drone strikes to a video game because they feel emotionally detached from the act of killing.\(^{164}\) As D. Keith Shurtleff, Army chaplain and ethics instructor for the Soldier Support Institute at Fort Jackson, pointed out, “[A]s war becomes safer and easier, as soldiers are removed from the horrors of war and see the enemy not as humans but as blips on a screen, there is a very real danger of losing the deterrent that such horrors provide.”\(^{165}\) Fully autonomous weapons raise the same concerns.

The prospect of fighting wars without military fatalities would remove one of the greatest deterrents to combat.\(^{166}\) It would also shift the burden of armed conflict onto civilians in conflict zones because their lives could become more at risk than those of soldiers. Such a shift would be counter to the international community’s growing concern for the protection of civilians.\(^{167}\) While some advances in military technology can be credited with preventing

\(^{159}\) Krishnan, *Killer Robots*, p. 150.
\(^{161}\) Singer, *Wired For War*, p. 319. Singer notes that “people with widely divergent worldviews come together on this point.”
\(^{162}\) Ibid., p. 396 (quoting military historian John Keegan).
\(^{165}\) Singer, *Wired For War*, p. 396.
war or saving lives, the development of fully autonomous weapons could make war more likely and lead to disproportionate civilian suffering. As a result, they should never be made available for use in the arsenals of armed forces.
VI. Problems of Accountability for Fully Autonomous Weapons

Given the challenges fully autonomous weapons present to adherence to international humanitarian law and the way they undermine other humanitarian protections, it is inevitable that they will at some point kill or injure civilians. When civilian casualties in armed conflict occur unlawfully, people want to see someone held accountable.\textsuperscript{168} Accountability in such cases serves at least two functions: it deters future harm to civilians and provides victims a sense of retribution.\textsuperscript{169} If the killing were done by a fully autonomous weapon, however, the question would become: whom to hold responsible. Options include the military commander, the programmer, the manufacturer, and even the robot itself, but none of these options is satisfactory. Since there is no fair and effective way to assign legal responsibility for unlawful acts committed by fully autonomous weapons, granting them complete control over targeting decisions would undermine yet another tool for promoting civilian protection.

The first option is to hold the military commanders who deploy such weapons responsible for the weapons’ actions on the battlefield.\textsuperscript{170} Given that soldiers are autonomous beings, commanders are not held legally responsible for the actions of their subordinates except in very particular circumstances. It seems equally unfair to impose liability on commanders for their fully autonomous weapons. These weapons’ autonomy creates a “responsibility gap,” and it is arguably unjust to hold people “responsible for actions of machines over which they could not have sufficient control.”\textsuperscript{171}

\textsuperscript{168} There is also a generally recognized duty to investigate violations of international humanitarian law contained in the Geneva Conventions, the Additional Protocols, and customary international law, although the conventions only specify a duty to prosecute in the case of “grave breaches” or war crimes. See Michael N. Schmitt, “Investigating Violations of International Law in Armed Conflict,” *Harvard National Security Journal*, vol. 2 (2011), http://www.harvardnsj.com/wp-content/uploads/2011/01/Vol.-2_Schmitt_FINAL.pdf (accessed October 4, 2012), pp. 36-38. For lists of grave breaches, see Fourth Geneva Convention, art. 147; Protocol I, art. 85.

\textsuperscript{169} Individual responsibility also stems from foundational notions of just war theory. Indeed, just war principles are formulated to govern individual decision-makers, who must accept responsibility for the deaths they cause in war. Some scholars have gone so far as to say that a state’s ability to attribute moral and legal responsibility to an individual actor is a requirement for fighting a just war. Robert Sparrow, “Killer Robots,” *Journal of Applied Philosophy*, vol. 24, no. 1 (2007), p. 67.\textsuperscript{170}

\textsuperscript{170} Ibid., p. 70.

In certain situations, under the principle of “command responsibility,” a commander may be held accountable for war crimes perpetrated by a subordinate. It applies if the commander knew or should have known that the individual planned to commit a crime yet he or she failed to take action to prevent it or did not punish the perpetrator after the fact.\textsuperscript{172} While this principle seeks to curb international humanitarian law violations by strengthening commander oversight, the doctrine is ill suited for fully autonomous weapons. On the one hand, command responsibility would likely apply if a commander was aware in advance of the potential for unlawful actions against civilians and still recklessly deployed a fully autonomous weapon. This application would be legally appropriate. On the other hand, a commander might not be able to identify a threat pre-deployment because he or she had not programmed the robot. If the commander realized once a robot was in the field that it might commit a crime, the commander would be unable to reprogram it in real time to prevent the crime because it was designed to operate with complete autonomy. Furthermore, as will be discussed in greater detail below, a commander cannot effectively punish a robot after it commits a crime. Thus except in cases of reckless conduct, command responsibility would not apply, and the commander would not be held accountable for the actions of a fully autonomous weapon.

An unlawful act committed by a fully autonomous weapon could be characterized as the result of a design flaw. The notion that a violation is a technical glitch points toward placing responsibility for the robot’s actions on its programmer or manufacturer, but this solution is equally unfair and ineffective. While the individual programmer would certainly lay the foundation for the robot’s future decisions, the weapon would still be autonomous. The programmer could not predict with complete certainty the decisions a fully autonomous robot might eventually make in a complex battlefield scenario.\textsuperscript{173} As Robert Sparrow, a professor of political philosophy and applied ethics, writes, “[T]he possibility that an autonomous system will make choices other than those predicted and encouraged by its programmers is inherent in the claim that it is autonomous.”\textsuperscript{174} To hold the programmer accountable, therefore, “will only be fair if the situation described occurred as a result of negligence on the part of the design/programming team.”\textsuperscript{175}

\textsuperscript{172} Protocol I, arts. 86(2), 87. See also O’Meara, “Contemporary Governance Architecture Regarding Robotics Technologies,” in Lin, Abney, and Bekey, eds., Robot Ethics, p. 166, n. 3 (citing the International Criminal Tribunal for the Former Yugoslavia).


\textsuperscript{174} Ibid., p. 70.

\textsuperscript{175} Ibid., p. 69.
held criminally liable under international humanitarian law, the programmer would have had to cause the unlawful act intentionally.\textsuperscript{176} Assuming any miscoding by the programmer was inadvertent or produced unforeseeable effects, there would be no option for accountability here.

Some have pointed to the product liability regime as a potential model for holding manufacturers responsible for international humanitarian law violations caused by fully autonomous weapons.\textsuperscript{177} If manufacturers could be held strictly liable for flaws in these weapons, it would provide an incentive for those manufacturers to produce highly reliable weapons to avoid liability. Yet the product liability regime also falls short of an adequate solution. First, private weapons manufacturers are not typically punished for how their weapons are used, particularly if the manufacturers disclose the risks of malfunction to military purchasers up front.\textsuperscript{178} It is highly unlikely that any company would produce and sell weapons, which are inherently dangerous, knowing the firm could be held strictly liable for any use that violates international humanitarian law. Second, product liability requires a civil suit, which puts the onus on victims. It is unrealistic to expect civilian victims of war, who are often poverty stricken and geographically displaced by conflict, to sue for relief against a manufacturer in a foreign court, even if legal rules would allow them to recover damages. Thus, the strict liability model would fail to create a credible deterrent for manufacturers or provide retribution for victims.

Holding accountable any of the actors described above—commanders, programmers, or manufacturers—is not only unlikely to be fair or effective, but it also does nothing to deter robots themselves from harming civilians through unlawful acts. Fully autonomous weapons operate, by definition, free of human supervision and so their actions are not dependent on human controllers.\textsuperscript{179} Fully autonomous weapons also lack any emotion that might give them remorse if someone else were punished for their actions. Therefore, punishment of these other actors would do nothing to change robot behavior.

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{176} According to international humanitarian law, individuals can only be held liable for grave breaches of the Geneva Conventions if they commit the acts in question “willfully,” i.e., intentionally. See, for example, Protocol I, art. 85(3).
\item \textsuperscript{178} Sparrow, “Killer Robots,” Journal of Applied Philosophy, p. 69.
\item \textsuperscript{179} Krishnan, Killer Robots, p. 43.
\end{itemize}
\end{footnotesize}
Looking into the future, some have argued that the remaining party—the fully autonomous weapon itself—might be held responsible for the unlawful killing of civilians. Krishnan writes, “At the moment, it would obviously be nonsensical to do this, as any robot that exists today, or that will be built in the next 10-20 years, is too dumb to possess anything like intentionality or a real capability for agency. However, this might change in a more distant future once robots become more sophisticated and intelligent.” If a robot were truly autonomous, the robot might be punished by being destroyed or having its programming restricted in some way. Merely altering a robot’s software, however, is unlikely to satisfy victims seeking retribution. Furthermore, unless the robot understood that it would be punished for violating the law, its decisions would not be influenced by the threat of accountability.

These proposed methods would all fail to ensure accountability for the same reasons. They would neither effectively deter future violations of international humanitarian law nor provide victims with meaningful retributive justice. Taking human beings out of the loop of robotic decision making would remove the possibility for real accountability for unlawful harm to civilians, making it all the more important that fully autonomous weapons are never developed or used.

180 Ibid., p. 105.
182 Some have analogized autonomous robots to child soldiers, as child soldiers have significant decision-making autonomy on the battlefield but also lack the full legal and moral responsibility of adult soldiers. As something less than full moral agents, fully autonomous robots would be similarly capable of taking human life with lethal force but incapable of fully comprehending the consequences of killing civilians, whether deliberately or by accident, making retribution for victims impossible. See Sparrow, “Killer Robots,” Journal of Applied Philosophy, pp. 73-74.
Conclusion

Fully autonomous weapons have the potential to increase harm to civilians during armed conflict. They would be unable to meet basic principles of international humanitarian law, they would undercut other, non-legal safeguards that protect civilians, and they would present obstacles to accountability for any casualties that occur. Although fully autonomous weapons do not exist yet, technology is rapidly moving in that direction. These types of weaponized robots could become feasible within decades, and militaries are becoming increasingly invested in their successful development. Before it becomes even more challenging to change course, therefore, states and scientists should take urgent steps to review and regulate the development of technology related to robot autonomy. In particular, states should prohibit the creation of weapons that have full autonomy to decide when to apply lethal force.

To achieve these goals, Human Rights Watch and IHRC recommend:

To All States

_Prohibit the development, production, and use of fully autonomous weapons through an international legally binding instrument._

States should preemptively ban fully autonomous weapons because of the threat these kinds of robots would pose to civilians during times of war. A prohibition would ensure that firing decisions are made by humans, who possess the ability to interpret targets’ actions more accurately, have better capacity for judging complex situations, and possess empathy that can lead to acts of mercy. Preserving human involvement in the decision-making loop would also make it easier to identify an individual to hold accountable for any unlawful acts that occur from the use of a robotic weapon, thus increasing deterrence and allowing for retribution.

This prohibition should apply to robotic weapons that can make the choice to use lethal force without human input or supervision. It should also apply to weapons with such limited human involvement in targeting decisions that humans are effectively out of the loop. For example, a human may not have enough time to override a computer’s decision to fire on a target, or a single human operator may not be able to maintain adequate
oversight of a swarm of dozens of unmanned aircraft. Some on-the-loop weapons could prove as dangerous to civilians as out-of-the-loop ones. Further study will be required to determine where to draw the line between acceptable and unacceptable autonomy for weaponized robots.

Adopt national laws and policies to prohibit the development, production, and use of fully autonomous weapons.

National measures could serve as means of prohibition before the creation of an international instrument. They could also raise awareness of the problems of fully autonomous weapons and help establish best practices on how to deal with them.

Commence reviews of technologies and components that could lead to fully autonomous weapons. These reviews should take place at the very beginning of the development process and continue throughout the development and testing phases.

Such early and ongoing reviews help ensure that states do not develop weapons, like fully autonomous weapons, that fail to comply with international humanitarian law. States should make public their determinations about a weapon’s or technology’s ability to meet legal standards because transparency can allow for monitoring and confidence building. In addition, transparency would allow reviews to facilitate public debate about the problems and potential solutions.

To Roboticists and Others Involved in the Development of Robotic Weapons

Establish a professional code of conduct governing the research and development of autonomous robotic weapons, especially those capable of becoming fully autonomous, in order to ensure that legal and ethical concerns about their use in armed conflict are adequately considered at all stages of technological development.

A code of conduct for those involved with developing robotic weapons could help ensure that such technology evolves in accordance with the legal and ethical frameworks that protect civilians in armed conflict. Academic and scientific associations could draft and distribute the code. Codes of conduct for military technological development already exist
in the fields of synthetic biology and nanotechnology.¹⁸³ They serve to increase transparency in research agendas and encourage researchers to adopt socially responsible approaches to scientific development.
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Machines have begun to take the place of humans on the battlefield. Some military and robotics experts have predicted that fully autonomous weapons could be developed within 20 to 30 years. Such weapons, also known as “killer robots,” would be able to select and engage targets without human intervention. Their use could undermine the protection of civilians in armed conflict.

After describing the trend toward increased autonomy, this report argues that fully autonomous weapons would be incapable of meeting international humanitarian law standards, including the rules of distinction, proportionality, and military necessity. These robots would lack human qualities, such as the ability to relate to other humans and to apply human judgment, that are necessary to comply with the law.

Fully autonomous weapons would also threaten essential non-legal safeguards for civilians. They would not be constrained by the capacity for compassion, which can provide a key check on the killing of civilians. Furthermore, while their use could reduce military casualties, it might make going to war easier and thus shift the burden of armed conflict onto civilians.

Finally, the use of fully autonomous weapons raises serious questions of accountability because it is unclear who should be held responsible for any unlawful actions they commit.

This report calls for an absolute ban on the development, production, and use of fully autonomous weapons. While domestic measures can serve as a starting point, states should adopt an international treaty prohibiting the weapons before they show up in national arsenals.